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ABSTRACT 

 

A wireless sensor network (WSN) is a set of nodes communicating through wireless links to observe a 
given phenomenon. Wireless sensor network is deployed over a geographical area to collect information in 
hostile environments. The capacity of sensors is limited by the lifetime of their batteries, so the energy is a 
critical resource in this type of network. Moreover their mobility has several problems as addressing, 
routing and localization .The challenge is to find mechanisms that extend the life of the system and its 
robustness taking into account the constraints of mobility and energy consumption. In this paper, we 
propose a new protocol designated for mobile nodes in wireless sensor network that is based on passive 
clustering. This mechanism does not use any packet control protocol and does not require reconstruction of 
the cluster topology after each leaving of CH or its energy level is below a given threshold. The proposed 
protocol aims at reducing the overhead and preserving the energy. In addition it allows balanced energy 
consumption by the network nodes and maintains the cluster architecture longer than passive clustering 
protocol.  
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1. INTRODUCTION  
 

Wireless sensor network consists of a large 
number of sensor nodes deployed over a 
geographical area to collect information in hostile 
environments. Each node can monitor its 
environment and communicate the information 
collected in one or more collection points. 

The evolution of microelectronics and sensor 
networks gives rise to a new technology, it is 
wireless sensor network. This technology provides a 
powerful platform for distributed work in 
interaction with the physical world whose broad 
spectrum extends application of environmental 
monitoring in the management of emergencies 
(fires, terrorist or nuclear attacks, etc). 

The battery is an important component of a 
sensor; In general, it is not replaceable or 
rechargeable so the battery limits the lifetime of the 
sensor and affects the overall functioning of the 
network. Therefore, protocols to save energy 
represent today an important focus of research in 
this area; 

Each sensor node is a tiny device that includes 
three components: a sensing unit for data 
acquisition from the physical surrounding 
environment, a processing unit for local data 
analysis and storage, and a wireless communication 
unit for data transmission to a central collection 
point (sink node or base station)[1]. This latter 
component is the largest consumer of energy; so a 
good energy management scheme must take into 
account the communications, distribution and 
mobility of sensor nodes. Most communication 
protocols in wireless sensor networks do not adapt 
to the particularities of the sensors. Hence, the need 
to improve or develop the new protocols. The two 
main classes of protocols used at present, in 
wireless networks are mainly based on clustering, 
and multi-hop routing ;see hybridization of two [2]. 
Several approaches are proposed to calculate the 
optimal path in protocols for routing protocols 
multi-hop. Some propose to take the shortest route 
in terms of distance to the base station [3] .Others 
are based on the energy level of the nodes by 
favouring those with maximum amounts of energy. 
[4][5]. However, the first disadvantage of multi-hop 
routing in wireless networks  is the frequency of the 
messages sent to maintain valid routes, which 



Journal of Theoretical and Applied Information Technology 
 31st December 2012. Vol. 46 No.2 

© 2005 - 2012 JATIT & LLS. All rights reserved.  

 
ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
588 

 

overloads the network and subsequently increases 
the energy consumption. However clustering (or 
classification) gives better results [6], so we have 
also adopted this approach. 

In this paper, we propose an improved version of 
Passive Clustering (PC) [7] which enables a 
balanced energy consumption among the network 
nodes and extends the life time of the network by 
maintaining  the cluster structure as long as 
possible.  

This paper is organized as follows. In the next 
section, we briefly describe the clustering 
mechanism presented in the literature. In the third 
section, we describe our clustering algorithm APC-
T, its principle and its properties. The final section 
presents the simulation results.  

2. ACTIVE CLUSTERING MECHANISM 
 
Clustering (or grouping) is to bring together 

geographically close nodes into groups called 
"clusters" and establish patterns of different routing 
within the clusters (intraclusters) and between 
clusters (inter-cluster). It has been used for different 
objectives such as the collection of information in 
networks of sensors [8] and the sharing of 
bandwidth [9]. 

Each cluster is represented by a particular node 
called cluster-head. It is elected by a specific metric 
in active clustering protocols by a specific metric or 
combination of metrics. The cluster-head is 
responsible for coordination between the different 
members of the cluster, aggregates and send the 
data collected to the base station. 

In a cluster, each node stores all information of 
its cluster and some of information of other 
clusters; this minimizes considerably the size of 
routing tables and the number of messages 
exchanged in the network. So clustering gives the 
best results than the multi-hop routing; the reason 
we have also adopted this approach. 

First algorithms of active clustering Lowest-ID 
[10], [11] and Mobic [12] were quite similar 
mechanism. They were based on a particular 
criterion to choose the cluster head or team leaders, 
respectively the identifiers of the nodes, the number 
of neighbours and the degree of mobility. These 
algorithms make it possible to form clusters with 
only one hop, where every member is a direct 
neighbour of its CH. They consider a phase of 
formation of the clusters or “clustering set up”. 
During this phase, the nodes proceed to the 
knowledge of their neighbours .However, the nodes 

are supposed to be fixed during this phase and the 
synchronization between them is necessary for the 
good unfolding of the algorithm. Moreover, this 
phase of formation of the clusters is repeated 
periodically following the changes of topology that 
can occur. The periodic re-execution this process of 
clustering degrades the stability of the clusters. The 
algorithm "Distributed and Mobility Adaptive 
Clustering" presented in [13] and [14] introduced 
the notion of generic weight in the selection of the 
CH. It is a clustering mechanism that can respond 
to changes in topology. The algorithm does not 
require any synchronization between the nodes. To 
improve the stability of the formed clusters, two 
new factors of performance were defined. The first 
parameter is K, where K allows up K-CHs to be 
direct neighbors. The second is H; it limits the re-
affiliations between clusters. The nodes join a new 
CH when the weight H of the latter is greater than 
the weight H of their current CH. However, this 
solution allows the formation of clusters as a hop 
and the performance factor H is difficult to specify 
wisely. Other clustering mechanisms [15] and [16], 
are suitable to the formation of clusters k hops. 
Nevertheless, [16] handles mobility by periodically 
rerun the entire algorithm. [15] Requires 
information on the k neighbours and satisfy the 
assumption of no mobility during the clustering. 

In [17], the authors presented a formula for 
multi-criteria selection of CHs. It takes into account 
mobility, connectivity and energy availability. This 
clustering mechanism "Weighted Clustering 
Algorithm" requires, however, a global 
synchronization and exchange of neighboring 
relations between all network nodes. In an another 
work [18], the authors tried to present a clustering 
mechanism based in part on prior knowledge of the 
network deployment and the ability to position 
itself and secondly on the prediction of the 
movements of the nodes considering their history. 
LEACH is a hierarchical clustering protocol 
dedicated to homogeneous sensor networks, 
proposed by Heinzelman et al [19]. In LEACH, 
nodes self-elect to be CHs based on the desired 
percentage of CHs and the number of iterations in 
which a node has taken the role of CH. Meanwhile, 
no proposal is made about the time of re-election of 
CHs (time iteration) and there are no restrictions on 
their distribution and their energy level. Hence, the 
CHs can regroup in one place and then, there may 
be isolated nodes (without CH). To avoid these 
drawbacks, the authors propose an extension of the 
algorithm. This time, they propose (LEACH-C) 
[20]. This is an iterative and centralized algorithm, 
in which the structure of clusters is calculated at the 
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base station. However, the overhead of the network 
increases because all the sensors will send their 
location information to the base station 
simultaneously for each phase of election of the 
CH. 

We conclude that all active clustering algorithms 
require two phases: neighbors’ discovery and 
cluster formation phase. However, nodes are 
assumed to be fixed over the steps and the 
synchronization between them is necessary to the 
success of these algorithms. In addition, following 
each change of the network topology these steps are 
repeated periodically which degrades the stability 
of clusters. 

3. PASSIVE CLUSTERING PC 
 
Passive Clustering (PC) is a protocol designed to 

the formation of clusters, which does not use a 
specific protocol control packets or signals. It 
allows exploiting the data packets to transmit 
neighbour’s information.           

Passive Clustering uses the MAC frame (layer 2 
of the TCP /IP) to encode the state of a network 
node; in particular, it introduces two bits to encode 
4 states: ordinary, ClusterHead CH, Gateway GW, 
clutster_head_ready CH_Ready. Each data frame 
contains two additional bits (Figure 1) representing 
the state of the node that has released the frame. 

With PC, each time a packet arrives at any node, 
the node needs only the state that is bonded to the 
received packet to the treatments for the selection 
of gateway, CH or ordinary node. Only CH and 
gateways that broadcast data packets and control; 
ordinary nodes receive the packet but do not 
participate in their broadcasts, Reducing collisions 
and reduces the amount of packets exchanged; 
therefore, there is a considerable decrease in energy 
consumption by the ordinary nodes which can 
increase the lifespan of WSN. 

In Active clustering, aggregation of data is 
centralized and carried out periodically. However, 
in some cases, the periodic transmission of data 
may not be necessary, which rapidly depletes the 
limited energy of sensors. Passive clustering was 
defined to overcome/eliminate the limitations of 
active clustering in terms of overhead and energy 
consumption (more traffic means more energy 
consumption). However passive clustering gives 

 

Figure 1.  Frame format in PC 

better results, so we have also adopted this 
approach. 

4. ADVANCED PASSIVE CLUSTERING 
PROTOCOL - THERSHOLD (APC-T) 

 
APC-T is a protocol the formation of clusters, 

like the Passive Clustering, that does not require an 
initialization phase of cluster before routing. 

Since the information is embedded in data 
packets, the traffic generated by the transmission of 
these packets is used to build the infrastructure of 
the Cluster regardless of the routing protocol. APC-
T also takes into account the energy level of nodes 
in operations and many decisions are made based 
on the energy level of nodes. So APC-T predicts 
changes in the topology of sensor networks in 
environments with high mobility. 

4.1. APC-T Mechanism  
Our clustering algorithm based on the following 
principles:  

• Passive clustering and GRIDS ( 
Geographically Repulsive Insomnious 
Distributed Sensors) algorithm[20] 

• Formation of clusters 
• Selection of CH_backup  

• Maintenance of clusters formed. 
At startup; all nodes are in the initial state, a node 

that joins the network, also starts with the initial 
state. A node changes its state only when it receives 
a packet from its neighbours. The formation of the 
clusters is done by the election of the cluster head 
and re-affiliation of the nodes to this cluster head. . 
If the sender is not a CH, its status is CH_Ready. 
The CH-ready will be CH, if he can transmit 
packets before receiving any packet of another CH. 
If the packet comes from another CH, the node 
records its id, the time of reception, and adds this 
node to the list of CHs, and then it switches to 
Ordinary. Once the cluster is formed, the CH will 
select its CH_Backup from its neighbours list; this 
is the node that has the highest energy among all its 
neighbours. Once the CH leaves the cluster, or its 
energy is below a given threshold T, CH_Backup 
replaces the CH and chooses its CH_Backup from 
its neighbours list. 

By this way, APC-T construct and maintain 
cluster by monitoring user data packets that 
piggyback 2 bits of cluster status and replacing CH 
by its CH_Backup once he leaves the cluster, or its 
energy is below a given threshold T. 
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4.2. Operating Mode 
Figure 2 and table 1 describe APC-T algorithm. 

APC-T has the same operating mode as PC. In this 
new protocol were defined six states: CH (C_H), 
CH_READY(C_H_R), GATEWAY(G), 
ORDINARY, INITIAL(I) and the state added to 
passive clustering is CH_BACKUP (C_H_B). 

In APC-T, when a source node send packet, all 
of initial adjacent nodes become a CH_ready. If one 
of them transmits a packet, it becomes a CH. All 
the nodes in any state other than CH maintain 
neighbours CH list. Whenever a node receives 
packets from a CH, it updates/refreshes the CH list. 
At the same time, it checks the number of alive 
CHs (#CH). If the #CH is greater than 1 the ON 
becomes GW. #CH and #GW are modified after 
receiving a packet from a new CH or GW. 

If the state of a CH is Dead or its energy level is 
less than a given value T, its ClusterHead_Backup 
becomes CH and chooses to turn his 
ClusterHead_Backup. by this way, APC-T  
maintains the structure of the cluster. 

 

Figure 2.  APC-T automat  

Table 1: APC-T Pseudo-Code 

Input 
Packet; /*packet received by the node*/ 
Node; /* node receiving the packet */ 
Batery = 300; /*maximum capacity of the battery*/ 
T = 150;/* Threshold energy*/ 
Begin 
Node.state = initial; 
While (true) 
If (Node.energyLevel == 0) 
    Node.state = dead; 
Else If (Node receives Packet) 
       Switch (Node.state) 
         Case Initial: 
              If (Received Packet’s state != CH) 

               Node.state = CH_ready; 
              Else If (Sender.state = CH && 
Sender.RP>My.RP) 
     /*RP represents the remaining/residual energy*/ 
                     Node.state = Gateway; 
                      Endif 
             Endif 
 
         Case CH_ready: 
             If (Node Transmit a packet) 
                  Node.state = CH; 
                  Check_CH_backup; 
           Else If (Sender.state = CH && 
Sender.RP>My.RP     
                        && #(CH) <= #(GW)) 
                       Node.state = ON; 
           Else If (Sender.state = CH && Sender.RP> 
My.RP  
                  &&  #(CH) > #(GW) 
                      Node.state = GW; 
                  Endif 
          Endif 
          Endif 
          
      Case CH: 
       If (Sender.state = CH && Sender.RP > My.RP 
&&   
                  #(CH)  <= #(GW)) 
                  Node.state = ON; 
                  CHBtoOrdinary; 
                  Check_CH_backup(sender); 
        Else If (Sender.state = CH && Sender.RP> 
My.RP &&  
                  #(CH) > #(GW)) 
                  Node.state = GW; 
                 CHBtoOrdinary; 
                 Check_CH_backup(sender); 
                 Endif 
                 Endif 
 
      Case CH_backup: 
               If (CH_timeout or CH.RP <T) 
                  Node.state = CH; 
                  Check_CH_backup; 
                  CHtoOrdinary; 
 
      Case GW: 
                If (#(CH) <= #(GW) 
          Node.state = ON; 
                Endif 
        
 Case ON: 
               If (#(CH) > #(GW) 
               Node.state = GW; 
        Endif 
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       EndSwitch 
     Endif 
   Endif 
Endwhile 
End 
 
5. SIMULATIONS AND RESULTS 

 
We conducted several simulations to assess the 

performance of the proposed clustering mechanism 
and compare it to other protocols such as PC and 
GRIDS. The simulation models used were 
implemented in the GloMoSim library [9], which is 
a scalable simulation environment for wireless 
networks based on the Parsec language [21]. The 
radio propagation range for each node is 150 meters 
and channel capacity is 2 Mbits/sec. The roaming 
space is 600x600 meters square. The size of the 
network is 300 nodes; randomly disperse in the 
roaming area. The node’s maximum speed is 
4m/s.The distributed coordination function (DCF) 
of IEEE 802.11 [22] is used as the MAC layer. 
Each simulation is executed for 1 minute. Traffic 
sources are CBR. The source-destination pairs are 
totally randomized. Data packets are all 512 bytes 
long. The control packet length is 32 bytes. The 
random waypoint model [23] was used for node 
mobility. Each node sends 100 packets with an 
inter-arrival time of 0.5 second. We use AODV (Ad 
hoc On-demand Distance Vector routing) [24] 
because it is one of the most flooding-dependent 
routing protocols. 

The objective of the simulations is to show that 
APC-T maintains the structure of the cluster even 
the leaving of CH and thus increases the lifetime of 
the network and reduces energy consumption. 

Statistics Figure 3 shows that our algorithm uses 
more power than the other algorithms at the 
beginning of the simulation because there's an 
additional load due to the election of CH_backups. 
But after it consumes less energy than others. Thus 
APC-T allows balanced energy consumption 
among the network nodes and it maintains the 
cluster structure for longer than in the case of 
original PC or GRIDS. 

 

Figure 3.  Comparison Of Energy Consumption 

 

Figure 4.  Percentage Of Dead Nodes 

Figure 4 shows the number of dead nodes, over 
time, in the Network using APC-T, PC and GRIDS; 
let us note that until time 28s, no node is dead using 
APC-T. We record less than 10% death during 
[28s, 34s [. During this time period, 40% of nodes 
are dead using PC and 15% are dead using GRIDS. 
In 44s all nodes are dead using PC and GRIDS 
against 10% are alive in APC-T. This means that 
during this time period, APC-T keeps most of 
nodes alive. Thus APC-T increases the lifespan of 
the network. 

6. CONCLUSION AND PERSPECTIVES 
 
In this article, we defined a curative solution for 

mobility in wireless sensor networks. The basic 
idea was to replace the CH once it leaves the cluster 
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to maintain cluster structure for a long time. Thus 
this approach generally increases the lifetime of 
network sensors and reduce energy consumption 
based on the predictions of motion of the nodes. 
The originality of the algorithm lies in the 
management of re-affiliation of nodes between 
clusters.  

In perspective, we plan to further study 
detailed performance of our algorithm by 
introducing an energy threshold from which there 
will be a change of state between the CH and 
CH_backup and comparing the influence of this 
parameter on existing results. 
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