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ABSTRACT

The K -user cyclic interference channel can model oneas@e in vehicular networks, where all the base
stations are arranged along a highway. Khk user is interfered only by thek(¢-1) modK ) th user in the

K -user cyclic interference channel. The Han-Kobayasheme based rate region, the best inner bound
known to date for the two-user interference charisextended to th& -user cyclic interference channel,
which is obtained by simultaneously decoding ttierided messages and a part of the interfered gesssa
at the receiver. In this paper, we show that thepkt successive interference cancellation decodarg
also achieve this rate region.

Keywords: Interference Channel, Cyclic Interference Channel, Achievable Rate Region, Successive
Interference Cancellation Decoding, Multi-level Encoding

provided by Han and Kobayashi (HK) [8] using
superposition  coding in  conjunction  with
simultaneous decoding. A simplified description of

The interference channel, first introduced b){he HK rate region, named the CMG rate region, is

Shannon in 1961 [1], models a communication. . . . .
. . iven in [15] via multi-level encoding and
scenario where all user pairs share the sa

) . o imultaneous decoding. In this paper, we refer to
physical medium and the communication of eac . .
L ) . ese inner bounds as the HK scheme based inner
user pair will be interfered with that of anotheeu

) - bounds.
pairs. A user pair is usually named a user fortshor L
Recently, a special interference channel named

The interference channel is useful for determinin(ﬂq .7 .
o . e cyclic interference channel was introduced to
the performance limits of many practical systems

. study the coding problem of a special scenario may
such as the wireless networks. However, the : :

. . . appear in vehicular networks, where all the base
capacity region of the two-user interference chahnne

. . . Stations are arranged along a highway or high-speed
is still unknown except for the following several™ . o ) ,

; rail. The cyclic interference channel is motivalsd
cases. For the two-user discrete memoryle - . .
) ; . S . e modified Wyner model that is used to depict the
interference channel, its capacity region is kndfwn

) ; ; . . soft handoff scenario of a cellular network [16]. |
the intensity of the interference is strong [2,3/#] the K -user cyclic interference channel dep[ic?gd in

the channel outputs are some determinisu'(:‘i ure 1. the communication of theth user pair
functions of the channel inputs [5], and if the 9 ' P

channel satisfies a class of degraded form [6,31. FiS interfered only by that of the K(+1) mod K )th

the two-user Gaussian interference channel, t$er pair . In [17], the HK scheme based inner
capacity regions of very strong and strondmunds for the two-user interference channel are

interference  channels [4,8,9] and the samextended to the& -user cyclic interference channel,

capacities of noisy interference [10,11,12] , mixe@nd its all operating points are pointed out to be
interference [11,13] and one-sided [14] interferenc@chiéved by successive interference cancellation
channels are known. So far, the best achievabge r4f€c0ding via taking a geometric viewpoint and

region for the two-user interference channel i§SiNG rate-splitting arguments.
Inspired by this, we also focus on tlke-user

1. INTRODUCTION
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discrete memoryless cyclic interference channel ithe closure of the set of achievable rate
this paper and show that the HK scheme baSdeIes(R),...,RK,l).
inner bound of theK -user cyclic interference
channel can be achieved by successive interference
cancellation decoding via a rigorous and complete
achievability proof using random coding
arguments. The key idea of the proof is motivated
by the equivalence of simultaneous decoding and
successive interference cancellation decoding in
achieving the capacity region of the multiple asces
channel (MAC).

Throughout the paper, we uXe,x and X to
denote a random variable, its realization and range
respectively. Moreover, a sequence is described

as X" = (X, X, X, )y X{ = (Xopy Xppreo X )

andX g, =(Xq Xp, X500 X,) -

Figure 1: The K -User Cyclic Interference Channel
3. MAINRESULT

2. CHANNEL MODEL In this section, we will show that the HK scheme

based inner bound of theK -user discrete

The K -user discrete memoryless cyclic A
. . mory ycl memoryless cyclic interference channel can be
interference channel is shown in Figure 1, which

. . achieved by multi-level encoding in conjunction
consists ofK input and output alphabety, Y, , with successive interference cancellation decading

k=0,..K-1and a collection of conditional e rewrite the achievable rate region of tke

probability mass functionp(yo,__,,yK71|x0,_,,XH) user discrete memoryless cyclic interference

on Y,x---xY,, . Specially, the marginal channel in [17] as follows.

distributions of the channel outputs Given a K -user discrete memoryless cyclic

) . interference channel, the random variables take
satisfyp (y, |x0,...,xK,1)=p(yk X, 'X<k+1)modK)' Itis  values inQ,U,...U_, , respectively. And
assumed that transmittér(k =0,...,.K - 1) wants letX,,..,X_,,Y,,...Y_, take values in channel
to send an independent message uniformly input alphabet¥,,...X,, , and channel output
distributed overW, to its intended receiver. A alphabetsY,,...Y,_ respectively. LetP be the set

((2”%,...,2““’1) ,n) code for theK -user discrete Of all probability distributions on

L . UoyeeU g XX that factor
memoryless cyclic interference channel consists 0(9 0 K-17ro k1)

K-1
K message SeWk :{1,2,...,2&} , K encodlng asp(q'u(z)—l’X(KO;l) = p(q)[l p(uk|q)p(xk|uk’q)_
functions f, W, - X! performed by the .
corresponding encoderkk , and K decoding Kl Kt K1) K1 Kot Kl K1
functions g,:Y," - W, performed by the p(q,u(o) X0 Yo )_ p(q,u(o) %o ) p(y © |X (°>)
corresponding decoddr. The average probability on(Q,U 5™, X5™Y 5 ") and leRR,(p) be the set of

of error oyer Athe codebook is deflnedrate tuples( Ry Re: Ry modK):) that satisfy
asP™ = Pr{(V\/O,...WK_l)i (W, ,...WK_l)} . A rate

. ) ) Rkp = I (Xk'Yk r‘Jk’U(kﬂ) modK !Q)Y (1)
tuple (R,.....R.,) is said to be achievable for the
K -user discrete memoryless cyclic interference Re *Rg <1 (xk’Ykp(kﬂ) moak 1Q)» @

channel if there exists a sequence of Ro * R moak p < | (Xk,U K+ 1) moOK;Ykpk,Q)
((2”“0,...,2“&*1) ,n) codes  with P™ .0 @)

asn - o . The capacity region of th& -user R, +Rg +R i1 moaxy < XU 1) moac Y Q)-
discrete memoryless cyclic interference channel is 4)

Given a fixed valuepdP , consider
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Let R"(p) denote the rate tuples orders, i.e., the rival's common messages, thesuser
(Ro R 1) such that R =R, +R, common messages and its own private messages
¢ (W(hs1) moak ' Wie W) ), @nd the user’s common

where JR., R, OR , for .
(Rp Re+Ruew m°d“) «(P) messages, the rival's common messages and the
eactk =0,...,K - 1 user's private messagesWic, Wi modk » Wip) )-

Lemma 1: The set Each decoding order determines a rate region

K _ K . .
R™ = U R™(p) named sub-region. Thenvex hull of the union of
. _ P . these two sub-regions constitutes the rate region o
is an achievable rate region for the-user discrete ha virtual three-user MAC at each receiver. And
memoryless cyclic mterferen(_:e chann.el. ~the rate region of th& -user discrete memoryless
Proof: We use the coded time sharing techniqueyclic interference channel is the intersectiorhef
multi-level encoding and successive interferencgyte regions of thes& virtual three-user MACs.
cancellation decoding. The formal proof usingpjithout loss of generality, we only give the proof

random coding arguments is given below: of one decoding Ordéw,,.., o x-Wie:Wy,) - The
a) Random codebook construction.proof of the other decoding order
Fix p(Q) p(uk’xk|q) p(u(k+1) modk 1X g+ 1) modk |Q) . <ch’W((k+1) modKﬁ,Wk‘)) is similar.
Randomly generate a sequencg , drawn The decodek declares that,, ne IS SeNt
according to |_|in:po(qi) . For q" if it is the unique message such
and j=k,(k+1) modk , randomly and that (qnyu("m) moak W s 1) mock o),yf)DTé(”) ,
conditionally independently generateotherwise it declares an error. If such
2"Ric sequences!’(w,,) , W, D[l:Z”R”J . each W moak 1S found, the decodek finds the
unique message W, such that

accordmg tq_l i:1pUI‘Q (uji |q|) o eacmj (WjC) , (anul? (V,\\/kc)1u(nk+l) modK (W (k+ 1) mod& O)lyE ) DT@(n) ’

randomly and conditionally independently generate . .
R y . y P y 9 otherwise it declares an error. If such
27" sequences; (W

Ry A . :
jorWip) s Wjp U [1 2 ] , each Wise1y mock » ANA W, are found, the decodkrfinds
according tq"] inzlpxj‘uwQ (xj|uji (ch),qi) _ the  unique  message W,, such that

i . no,mn Y nam n (n)

b) Encoding. To send,=(w,w,,), transmitter (q Ugieaty mook W e 1 mock o):Xk Wi ’Wkp)’yk)DT(‘) '
j=k,(k+1) modK sends the correspondingOtherwise it declares an error.

d) Analysis of the probability of error. We bound
) ] ) the probability of error averaged over codebooks

c) Decoding. At each receiver a virtual three-useglnd messages. By symmetry of the random code
,MAICd_'S formed because there are three messaggse ation, the probability of error does not depen
Including its own common me§sagq§, Privat® o which codeword was sent. So, without loss of
messages w,, and the rivals commON generality, we assume that the message
MeSSagesW ., max , 10 be decoded. It is pairsW, =(L1) andW,,; moq =(L1) were sent.

codewordk | (w,,w,,) .

je?

performed in three steps via successive interferendhen the conditional probability of an event given
cancellation decoding. So we have six decodinghat W, :(1,1) and Wy, moa :(1,1) were sent is
orders to decode these three messages. Flfined as

decoding orders are left because we can get rid of

two meaningless decoding orders where the rival’s P(‘g) = P(£|Wk 2(1’1) Wicsn) moak = (11)) :
common messages are decoded at last at theA decoding error occurs only if

receiver. Also, QUe to the use of the mum'levelslE{(Q”,Xf(l,l)u(”m) - (1)Yk”)DT(~,(")}'
encoding technique, we have to decode the

common message of each user before decoding its

private message. So, we only have two decoding
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ore, = {(QH'U ety moak O s 1y mosk )Y ) DT“’(H)} R+ Riesny moak p S 1 U s 1y moa - Xic3Yic i Q).

* | for somef ..y mou » # 1 ’ 17)

( SR 1y " |:|T(n) ch+Rkp+R((k+l)modK): Sl(xk’U (<+1)m0d<;Yk|Q)'

ore, E{ Q" Kk (ch)’ (k+1) modK( ), k ) o } , (18)
for somew,, # 1 e) Rate region. According to the convex hull of

N the union of these two sub-regions, we obtain @& rat
" X! (LW, ) Yy, )oT . . ; .
ore, s{(Q 4 . 0 )Y e moa (LY ) ° L region of a virtual three-user MAC at receiker
for somew,, # 1 The rate region of th& -user discrete memoryless
Then, by the union bound of events, wecyclic interference channel is the intersection of

haveP (£) < P(&)+ P(g,)+ He&,)+ Re,). By the these K rate regions, which can be described as

foll )
law of large numbers (LLN)P(&,) - 0 asn — . oflows
. R <10X:Yy ViU sy mook Q) (19)
By the packing lemma [18P(&,) - Oasn — o
and Ry moak r < 1Y g1y mouc s Y |Q) —5((3) hold, Re STUGY, P('“l) moak 1Q)» (20)
P(&) - 0 if R.<I(U;Y, |UM moa Q) —9(0) R moak p S 1V 1y moa: Vi Vi Q), - (21)
and n- o , and P(g) -0 asn-w if Re R s THX,3Y, erl) modk 1 Q) (22)

Ro < 1(X: Y Ui U sy moa Q)= () . Hence, if Re + Ripeeny moaky < TUWU ey moac 3 Yi Q) (23)

the following inequalities are satisfied the total R + Riesn moarc p STV 1y moacs X3 Y'e le,Q).

average probability of decoding errét(g) - 0 (24)
asn — o . Actually, that describes a rate sub-regionRic * R + Rigeety moar p STV s 1y moac i IQ),
whenQ is fixed (25)
. wherek =0,...,.K - 1.
R <10X:Yy ViU sy mook Q) (5) , _
According to [15], we get rid of those redundant
Re TUGY P(kﬂ) moar 1 Q)s (6) inequalities and then have the simplified
Rikeny moak 3 < 1 U s 1y moac s Y Q) (7) inequalities as below.
R * R S T(X3Y P(ku) modk 1Q)s (8) Ro <1 (XY pk’u(kﬂ) o Q). (26)
ch + R((k+1) modK ¥ <l (Uk U &+ 1) modK ;Yk |Q)! (9) ch + Rkp =l (Xk;Yk p(k+1) modK ’Q)' (27)
Re + Ry moa p <1 (XY r"lk’u &+ 1) mocK Q) + Ro * Rty moay <1 (Xk U 1) mouc Y e pk ’Q) ’
: 28)
I L((I<+1) modK 'Yk IQ 1) (
(10) ch + Rkp + R((|<+1) modK § < I (xk ,U k+ 1) moK 'Yk @)!

< . (29)
Rie * R * Ry moacp 1 XU ) o Y Q): With this, we complete the proof of the
(11) achievability of the rate region for thK -user
Similarly, according to the other decoding order discrete memoryless cyclic interference channel via
Wy, Wiea1y moak Wi ) » WE have the other rate sub- multi-level encoding in conjunction with successive

region for a give® : interference cancellation decoding.
R < 10X:Y, ViU sy moak Q) (12) 4. CONCLUSION
Re <1UGYQ), (13) ' The cyclic interference channel models a special
Rty moar p < 1 U o 1) mock ;Ykpk'Q)7 (14) scenario that may appear in vehicular networks,
_ where all the base stations are arranged along a
R R S1UGY Q) + highway or high-speed rail. To determine the
| K.Y P‘J U Q) (15) performance limit of this communication system,
ke Tk [k (k) modK e the K -user cyclic interference channel is often

R * Rgeny moak p <1 U U i1y mosc Y IQ), (16)  considered by the information theory researchers. |
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is no wonder that the Han-Kobayashi scheme bas§#] T. Han and K. Kobayashi, “A new achievable
inner bound is extended to thk -user cyclic rate region for the interference chann¢BEE
interference channel and this Han-Kobayashi Trans. Inf. Theory, Vol. 27, No. 1, Jan. 1981,
scheme based inner bound is obtained by pp.49-60.

superposition coding or multi-level encoding in[9] H. Sato, “The capacity of the gaussian
conjunction with simultaneous decoding. In this  jnterference channel under strong

paper, we give a rigorous achievability proof using  interference”|EEE Trans. Inf. Theory, Vol. 27,
random coding arguments to show that successive No. 6, Nov. 1981, pp.786-788.

interference cancellation decoding can also achie 0]X. Shang, G. Kramer and B. Chen, “A new
the Han-Kobayashi scheme based inner bound outer bound and the noisy-interference sum-
the K -user cyclic interference channel, which is ;o capacity for Gaussian interference
helpful for us to understand and determine the Han- channels”,IEEE Trans. Inf. Theory, Vol. 55,
Kobayashi scheme based inner bound. No. 2, Feb. 2009, pp. 689-699.

[11]A. S. Motahari and A. K. Khandani, “Capacity
bounds for the Gaussian interference channel”,
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of China under grant IRT0852. “Gaussian interference networks: sum capacity

in the low-interference regime and new outer
bounds on the capacity region'EEEE Trans.
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