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ABSTRACT 

 
Digital color image watermarking algorithm based on scale-invariant feature transform(SIFT) and support 
vector regression(SVR) is proposed in this paper. The input feature vectors are selected in the wavelet 
domain and then the train model is obtained by applying the support vector regression theory. The 
watermark information can be embedded or extracted by utilizing the above trained SVR model. The 
proposed scheme can extract the digital watermark without the help of the original digital image. The scale-
invariant feature transform(SIFT) is employed to against the scaling and rotation attacks. To improve the 
security and robustness, the original watermark is scrambled at first. Experimental results show that the 
proposed scheme is invisible and robust to common signal processing attacks such as adding noise, JPEG 
compression, sharpening, smoothing, filtering, contrast enhancement, cropping, rotation, scaling and so on. 
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1. INTRODUCTION  
 

The development of network and multimedia 
technology makes it convenient to access the 
multimedia information. These technologies bring 
people many conveniences but they also bring us 
some large side effects. The problem of multimedia 
copyright protection becomes increasingly serious. 
Digital image watermark technology is commonly 
achieved by certain modifications to the host signal. 
According to the embedding domain, the most 
traditional image watermark technology can be 
divided into two kinds: Spatial domain and 
transform domain method. Spatial watermarking 
method embeds watermark information into 
original digital image[1-2], while transform domain 
method performs watermark embedding in 
transform domain[3-6]. 

Generally, the spatial domain methods are of the 
advantage of simplicity and high capacity and the 
transform domain methods perform more 
robustness. In order to balance the watermarking 
imperceptibility and robustness, some scholars use 
the machine learning methods to optimize the 
embedding position, capacity or strength. Lou et al. 
used the neural networks to identify the optimum 
embedding strength and capacity of different image 
regions[7]. Davis and Najarian proposed a 
watermarking scheme in wavelet domain. The 
neural networks are used to implement an 

automated system of creating maximum-strength 
watermarks[8]. Shieh et al. proposed a 
watermarking scheme based on genetic 
algorithms(GA) in the transform domain[9]. They 
employed GA for optimizing the fitness function 
which includes both factors related to robustness 
and invisibility. Particle search optimization(PSO) 
is also used for watermark embedding[10]. 
Although these methods achieved some results, but 
have some limitations, such as “over learning” and 
the lack of a unified mathematical theory. Recently, 
support vector machine(SVM) has been applied in 
watermarking system. Fu et al. embedded the 
template and watermark into the original image in 
the same way, then the SVM training model is 
obtained by using the template samples, and the 
output of SVM model is obtained and the 
watermark is extracted[11]. They improved the 
algorithm in [12]. The support vector regression can 
be trained at the embedding procedure using the 
information provided by the reference positions. 
Then the watermark is adaptively embedded into 
the blue channel of the host image, and can be 
extracted by virtue of the good learning ability of 
support vector machine. Tsai et al. proposed a novel 
watermarking scheme based on SVM for image 
authentication[13]. It utilizes the set of training 
patterns to train the SVM and then applies the 
trained SVM to classify a set of test patterns. 
Following the results produced by the classifier, 
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this method retrieves the hidden watermark without 
the original image during watermark extraction. 
Most of the algorithms do not resist the geometric 
attacks. A novel method based on support vector 
regression(SVR) is proposed in [14]. The SVR and 
Krawtchouk moments are used to correct the 
geometric attacks. The watermark is embedded by 
Pseudo-Zernike moments. The drawback of this 
method is the large calculation and high 
complexity.  

This paper proposed a method using SVR and 
scale-invariant feature transform(SIFT). By the 
trained SVR model, watermark information is 
embedded into the wavelet domain of the carrier 
image. This method could against scaling and 
rotation attacks by virtue of the SIFT which is 
already implemented by hardware[15]. The rest of 
this paper is as follows: The description of support 
vector regression is overviewed in Section 2. 
Section 3 describes the geometric correction by 
SIFT. Section 4 covers the watermark embedding 
and detection procedure. The experimental results 
are showed in Section 5. Section 6 concludes this 
paper.  

2. SUPPORT VECTOR REGRESSION 
 

Support vector machine(SVM) is a universal 
classification algorithm proposed by Vapnik in the 
middle of 1990s, which is regarded as a new 
innovation of learning machine based on the 
statistical learning theory[11]. The basic theory of 
SVM can be depicted by a typical two-dimensional 
case shown in Figure 1, in which ● and ■ denote 
two categories of samples, H  is the separating 
hyperplane, 1H  and 2H  are parallel to H  and no 
training points fall between them. The optimal 
separating hyperplane in the case of structural risk 
minimization is the separating hyperplane which 
can separate the two categories with the maximum 
margin. Thus the problem of optimal separating 
hyperplane can be transformed into a constraint 
optimization problem. 

 
Figure 1: Support Vector Machine 

Support vector regression(SVR) is an important 
application of support vector machine on the 

regression learning. Generally, for the training sets: 
{ }),(),...,,(),,( 2211 nn yxyxyx , where nRx∈ , 

and Ry∈  to get the relation between the input 

ix and output iy , it can seek an optimal regression 

function )(xf  by SVR training. Then the 
difference between the output value and the 
corresponding objective value of every input 
sample is not more than error ε . For the linear 
situation, the form of function 
is: bxxf +⋅= ω)( , and x∈ω , Rb∈ . In order 
to get an optimal regression function, it needs a 
minimum ω , then the above problem can be 
described as an optimization problem:  
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Considering the existence of regression error is 
permitted, so the positive slack variables 0≥iξ  

and  0* ≥iξ  are introduced, and the above formula 
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where C  is the penalty parameter which controls 
the trade-off between errors of the SVM on training 
data and margin maximization. 

The optimization problem is converted to the 
following problem according to this: 
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where iα  and *
iα  are Lagrange multiplying 

factors. 
Then the regression function is: 
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where iα  and *
iα  are few non-zero factors. The 

corresponding samples are called support vectors. 
*b  is the parameter which determines the position 

of the separating hyperplane. 
For the nonlinear situation, the data is mapped to 

a high dimensional feature space by the nonlinear 
map and then the linear regression could be 
implemented. 

3. GEOMETRIC CORRECTION BY SIFT 
 

The scale-invariant feature transform(SIFT) is a 
great powerful feature point diction method and 
proves the invariant to image rotation and scaling 
and translation[16]. It is used widely and also can 
correct the geometric distortion. The basic idea is to 
get features through a series of filtering operation to 
extract stable point in the image scale space.  

(1) The scale space of an image is defined as a 
function ),,( σyxL , that is produced from the 
convolution of a variable-scale Gaussian function 

),,( σyxG , with an input image ),( yxI : 
),(*),,(),,( yxIyxGyxL σσ =       (5) 

where ∗  is the convolution operation, and  
222 2/)(

22
1),,( σ

πσ
σ yxeyxG +−=   (6) 

),,( σyxD  is used to get stable key point 
locations in scale space, which can be calculated 
from the difference of two nearby scales separated 
by a constant multipartite factor k : 

),,(),,(),,( σσσ yxLkyxLyxD −=    (7) 
(2) Local extrema detection is implemented by 

comparing the pixel of difference-of-Gaussian 
images to its neighbors in the current and adjacent 
scales. It is selected only if it is larger than all of 
these neighbors or smaller than all of them. 

The next procedure is to perform a detailed fit to 
the nearby data for location, scale, and ratio of 
principal curvatures after the key point candidate 
has been found by comparing a pixel to its 
neighbors. This information allows points to be 
rejected that have low contrast. The rejection to key 
points with low contrast is not enough to stability. 
The difference of Gaussian function will have a 
strong response along edges. These unstable 
responded points will also be rejected.  

(3) The main orientation of the key points should 
be identified. The sample process is implemented 
by using a region around the key point. The 
statistical histogram of the gradient direction of 
neighborhood pixels is obtained. The peak of 

histogram represents the principal direction of the 
key point. The gradient magnitude m and 
orientation θ  are calculated as: 

22 ))1,()1,(()),1(),1(( −−++−−+= yxLyxLyxLyxLm  (8) 

))
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(4) The SIFT feature vector is generated. If the 
image is scaled s  times, the number of matching 
points is n , the scale factor of key point iP  in the 

original image is id , and the scale factor of the 

corresponding matching key point iQ  in the scaled 

image is iq ,then: 
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1
∑
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If rotation angle is α , the number of matching 
points is n , the center angle of key point iP  in the 

original image is iφ , and the center angle of the 

corresponding matching key point iQ  in the rotated 

image is iϕ , then: 

n
n

i
ii /))((

1
∑
=

−= φϕα            (11) 

4. PROPOSED METHOD  
 

Traditional approaches, which are based on the 
principle of experiential risk minimization instead 
of expected risk minimization, achieve the best, 
when the number of training samples is infinite. 
The support vector machine is a new statistical 
learning method. It can solve small-sample, non-
linear and high dimensional problems by using 
structural risk minimization instead of empirical 
risk minimization. Statistical learning theory points 
out that if there are only finite samples, the 
minimization of experiential risk cannot guarantee 
the minimization of real risk. The typical situation 
is the over learning of neural networks. Because 
supporting vector regression is based on the 
minimization of structural risk, under the 
circumstance of finite samples, it can not only 
guarantee the highest generalization ability of the 
pattern and the smoothness of the output function, 
but also posses good abilities of learning and 
generalization. Therefore, as long as certain points 
are chosen from the carrier images which contain 
masses of data, together with the partial information 
around, the mode of their relation can be well-built, 
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and the watermark information can be embedded 
and extracted through the model. 

Generally, let I  represents an RGB color image 
with the size of NM × , and },,{ bgr IIII =  

where rI , gI , bI  are the red, green and blue 
components respectively. The watermark image w  
is a meaningful binary image with the size 
of QP× . The watermark is embedded into the 
blue channel since the human eye is relatively 
insensitive to the blue component.  

4.1 Watermark Embedding 
(1) The SIFT feature vectors should be extracted 

at first, and the binary watermark w  is scrambled 
by secret key and scanned to a sequence 0w .  

(2) The blue component bI  of image I  to be 
watermarked is decomposed through DWT in four 
levels, and the low-pass subband is denoted as f .  

(3) Some adjacent pixels in f  are selected 
randomly. These pixels and their neighborhood 
pixels in every 33×  window are used to train the 
support vector machine. 

),1,(),1,(),1,1(),,1(),1,1({ +−+−−−−= jifjifjifjifjifS
)},(),1,1(),,1(),1,1( jifjifjifjif +++−+

)},(),,({ jifjiO=                                           (12) 
The pixels set ),( jiO  are the feature vectors for 

support vector regression training. The pixels set 
),( jif  are the training objective of support vector 

regression. The support vector regression machine 
can be trained by appropriate kernel function and 
learning coefficients. 

(4) For each embedding position ),( yx , the 
eight pixels in 33×  window are collected to form 
the dataset ),( yxU . The QP×  embedded 
positions are adjacent, not overlap and not equal to 
the pixels in step3. These embedded pixels are also 
not on the boundary.  

),1,1(),,1(),1,1({),( +−−−−= yxfyxfyxfyxU  
),1,1(),1,(),1,( −++− yxfyxfyxf  

)}1,1(),,1( +++ yxfyxf               (13) 
The dataset ),( yxU  is extracted as the input 

vectors of the trained support vector regression and 
the output of support vector regression ),( yxδ  is 
obtained. 

(5) The watermark is embedded by modifying the 
pixel ),( yxf  at the embedding position as:  

if 1)(0 =tw  ),...,3,2,1( QPt ×=  then 

))),(1(),(),,(max(),(* yxhyxyxfyxf +×= δ   (14) 
else 

))),(1(),(),,(min(),(* yxhyxyxfyxf −×= δ   (15) 
where ),( yxh  is the embedding strength function 

and ),(* yxf  is the modified wavelet coefficient 
at position ),( yx . 

Given the perceptibility of the human visual 
system, the strength function ),( yxh  hasn’t been 
set as numerical variable. Generally human eyes are 
not very sensitive to the additional noise in the high 
luminance region, which means that high luminance 
background region can embed stronger information. 
Human eyes are more sensitive to the smooth 
region than the highly textured area; therefore, the 
stronger information can be added to the highly 
textured area of the image. The strength function 

),( yxh  is given by: 
),(),(),( yxTyxByxh ⋅⋅= β       (16) 

where β  is the intensity modulation factor, 
),( yxB  is the weighing function according to the 

local sensitivity of the image luminance and 
),( yxB  is given as: 

9/),(),(
1

1

1

1
∑∑
−= −=

++=
l k

kylxfyxB      (17) 

),( yxT  is the function according to the local 
sensitivity of the image texture and is given as: 

∑∑
−= −=

−++=
1

1

1

1
),(),(),(

l k
yxBkylxfyxT  (18) 

4.2 Watermark Detection 
(1) If the test image is suffered scaling or rotation 

attack, the geometric correction by SIFT should be 
implemented at first. The blue component bI ′  of the 

test image I ′  to be watermarked is decomposed 
through DWT in four levels, and the low-pass 
subband is denoted as f ′ . 

(2) For each detecting position ),( yx  which is 
equal to the embedding procedure, the eight pixels 
in 33×  window are collected to form the dataset 

),( yxU ′ : 
),1,(),,1(),1,1({),( −′−′−−′=′ yxfyxfyxfyxU

  ),1,1(),1,(),1,1( −+′+′+−′ yxfyxfyxf  
)}1,1(),,1( ++′+′ yxfyxf                       (19) 
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(3) The dataset ),( yxU ′  is extracted as the 
input vectors of the trained support vector 
regression and the output of support vector 
regression ),( yxδ ′  is obtained. 

(4) The watermark information is extracted as: 
  if ),(),( yxyxf δ ′>′  then 1)(0 =′ tw  
else 0)(0 =′ tw . 

(5) The watermark w′  is obtained from 0′w  by 
inverse scrambled which used the key which is used 
in the embedding procedure. 

5. EXPERIMENTAL RESULTS 
 

The color image Lena with the size of 512×512 
is used as the original carrier image, and the 
meaningful binary image with the size of 32×32 is 
used as the original watermark image, which are 
shown in Figure 2. The watermarked image and the 
extracted watermark image are also shown in Fig.3. 
Some parameters of the training support vector 
regression are briefly determined through 
experiments. The radius-based function(RBF) is 
adopted as the kernel function of the support vector 
regression since it performed better than others[14]. 
In order to get more appropriate parameters, a lot of 
experiments are implemented to the training 
support vector regression. Then the parameters are 
determined as: 10=σ , 008.0=ε , 1=C . The 
support vector regression could not get enough 
training if the learning sample number is too small, 
and it also leads to over learning if the number is 
too large. The number is set as 200 by trial 
experiments. The bit error rate(BER) is used to 
show the watermark detection results. If the BER is 
less than the predetermined threshold, the 
watermark is considered to be existed, otherwise, 
the watermark does not exist. The BER is defined 
by: 

QP

nmwnmw
BER

P

m

Q

n

×

′⊕
=
∑∑
= =1 1

),(),(
   (20) 

where w  is the original watermark and w′  is the 
extracted watermark image. 

       
(a) 

       
(b) 

Figure 2: (A) Original Carrier Image And Watermark 
(B) Watermarked Image And Extracted Watermark 

The speckle noise, image enhance, image 
sharpening and random printing attacks are tested, 
and are shown in Figure 3. In order to test the 
robustness of this watermark method, more 
common signal processing attacks are implemented 
to the watermarked image, such as add noise, JPEG 
compression, filtering, cropping, scaling, rotation 
and so on. Table 1 shows the test results compared 
with the method in literature[12] and[13]. The 
simulation results show that the proposed method 
performs better. 

       
(a) 

       
(b) 
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(c) 

       
(d) 

Figure 3: (a) Speckle noise attack(PSNR=19.39, 
BER=0.0471) (b) Image enhance attack(PSNR=19.01, 

BER=0.0209) (c) Image Sharpening attack(PSNR=38.75, 
BER=0.0166) (d) Random painting attack(PSNR=24.86, 

BER=0.0322) 

Table 1 : The Results Of Common Processing Attacks 

Attacks This 
method 

Method 
[12] 

Method 
[13] 

Gaussian 
noise(0,0.005) pass pass pass 

Salt &Pepper 
noise(0.04) pass pass pass 

JPEG compression 
(QF=90) pass pass pass 

JPEG compression 
(QF=40) pass fail pass 

Average filtering pass pass pass 

Median filtering pass pass pass 

Low pass filtering pass pass pass 

Cropping(25%) pass pass pass 

Scaling(200%) pass fail fail 

Rotation(120°) pass fail fail 

Luminance(+50%)+
Contrast(+50%) pass pass pass 

 
6. CONCLUSION 

 
Image watermarking technology has been 

developed for decades but there are even many 
difficulties in the watermark system. The 

contradiction between the invisibility and 
robustness is still not easy to solve. In this paper, 
the watermark embedding strength is related to the 
image content based on the support vector 
regression. The SIFT is used to against scaling and 
rotation distortions. Experimental results show the 
robustness to common image processing attacks of 
this proposed algorithm. 
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