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ABSTRACT

Finding out useful Web service from the huge numifeservice is the target of Web service discovery.
Matching algorithm of service are the main techge to achieve Web service discovery. This
dissertation studies how to effectively utilize tsemantic information in domain ontology to enhance
accuracy of Web service matching, and describeariaty of services matching algorithm in the sercant
Web service discovery. By introducing the existimgtching algorithm, analyzes the problems of the
algorithm. To increase the accuracy of algorithmseohon semantic distance, introduce the quantity of
information which is defined combining the concepbtlevel matching. Describes a service discovery
model based on semantic method and verify the teffawess of the proposed algorithm based on the
comprehensive model through comparison with theteg framework of service discovery.

Keywords: Semantic Web, Ontology, Semantic Similarity, Semabistance, Semantic Information
Content

Lacking of a proper description model of the
semantic web service; Low accuracy rate of the

The semantic web becomes a research hot Otservice matching operated by the semantic
. . . P atching method and so on. Those problems cause
information science after the concept of semanti

. . fhat the service discovery mechanism nowadays
ﬁg svcveﬁa?lltjitcf\?vrevéa;gr&)égli? tﬁgzgiﬁ;lbiecgnmt?rﬁ:(:an’t make effective management and exactly visit
the semantic web and the web service, and OWL-§ _2 broad range of web services. And those
(web ontology language for services) \;vorks as thoroblems have become the bottleneck for the

: 09y languag ) (?evelopment of the semantic web service
bridge which connects the two technologies. Thfe

. . . chnology.

web service discovery technology which supporte(?
by the OWL-S technology is faced with a main This schema is mainly about the semantic web
problem [1], that is how to improve the lowservice matchmaking method that considers both
accuracy rate of the matchmaking method of theemantic distance and information theory model,
semantic matching in order to achieve the goal @hd is to solve the problem of the low accuracg rat
matching exactly. of the semantic service matching based on this

Wu-Palmer et al[2] put forward improvementSChema'

schema to a shortest path method, that schema @n THE ALGORITHM OF THE SEMANTIC

find the lowest node which are the common WEB SERVICE DISCOVERY

ancestor to measure their semantic similarity, the

shortcomings of method are that matching is low This part will analysis the present semantic
accuracy and time complexity increases with mommatching algorithm considering the influence on the
nodes. Resnik[3] put forward semantic similaritysemantic matching which brought by the semantic
calculation method based on information theordistance and semantic information content. And an
model that compute semantic similarity through thalgorithm of comprehensive semantic matching
degree of information sharing, but that can nadegree is brought out.

distinguish concept with the same sharin . L
information. In order to revise this problem, Lin e%'l ghnii'lo\allrgi?;lthm Based on Semantic Distance

al [4] proposes an improved method that brings in he algorithm based h ic di
information differences to semantic similarity. At _ 1 N€ algorithm based on the semantic distance

present, the problems existing in the semantic W&i)milarity realizes the discovery of the semantic

service discovery are the following aspectsweb service according to the semantic distance.

And this method can achieve the goal of the

1. INTRODUCTION
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semantic matching to its greatest extent. Generally 1) If C, andC, are the same node,

the semantic distance refers to the correlations
between two different concepts in a same ontology. B
And this correlations usually results from (1), similarity(g, ¢,) =1.
inheriting, contains and binary relations and so on
[5]. The algorithm is mainly to figure out the

dist(g, ¢) = 0. According to formula

2) If there are no path betweer,

semantic distance between concepts. When there is andC, , dist(g, ¢,) = . According to
a big distance between 2 different concepts, the formula (1) similarity(g, c,) = 0.
semantic similarity between them is small. The

goal of this algorithm is to find out the conneato 3) |If there is a path betwee@ andC,,
between different concepts as far as possible and dist(c, ¢,) equals to the number of the

improve the similarity between them to realize ath's edae. And the semantic
semantic matching [6]. The premise of the b larit 9 'I 1/ (dist 1
algorithm is to establish a same ontology. That's t similarity equals t¢/(dist(G, G,)+1).

say, the computing of the semantic distance isbase Tpe algorithm based on the semantic distance

on a same ontology. For different ontology, t_h%imilarity is the first choice algorithm in the aref
semantic distance can be supposed to be infinitelye semantic web service. Its main advantage ts tha
great because of that ontology in different domaing j st needs to design a hierarchy of the semantic
convey different meanings. The semantic distanGg|ations. So its requirements of computing are. few
from one ontology concept to another may not bgyhen using this algorithm, it just needs to design
the only one, at this time, choose the shortestgiv e hierarchy of the concepts but needs no other
semantic distance as the measurement. That's doi o information, for example, the amount of
say, there may be several paths between every tyormation in the concepts and the frequency f it
0nto|c_>gy concepts in the semantic_structure. Th§ppearance. This algorithm also has some
path is usually means cyclic path. Every path magyisagvantages, that is: computing the shortest path
contain N(N>0) edges (7, 8. between concepts by using hierarchy model can not
. differentiate the semantic between concepts
In the concept graphic, suppoged that there ha}f%mpletely. Especially when the ontology base is
two different concept£, and C, in the ontology |4rge, the depth of the concepts is deep and beth t
and then simplify the weight of each edge to oneime complexity and the space complexity of the
So the distance equals to the length of the shorteggorithms are increasing.
path. This is usually got through the quantitative ) o
values of the edge. It is obviously that the shorte2-2 The Algorithm of Semantic Similarity Based
the distance is between the 2 concepts, the mere th _On Information Content

similarity is between them. The formula (1) is got The p_rinciple of this algorithm is that the more
based on the ideas above. information that the 2 concepts share, the more

S _ similarity that their semantics do [9]. Every copte
Similarity(G, C) =1/(dis( G, G)+1) (1) in the ontology is got by refining its ancestor aod
In this formula, Similarity(C, C,) is the semantic The concept includes all the information content of
L its ancestor node. If the two concepts are shaing
similarity between conceptC, and C, , .
. . same ancestor node, they are sharing the
dist(G, G) is the length of the path betwedl) information content of the ancestor node [10].
and C, .The longer the distance is, the less théccording to the principle mentioned above, the

semantic similarity is; otherwise, the more theemantic similarity of the two concepts can be
semantic similarity is. That is, the semantidneasured by the information content of the closest

similarity is determined by the semantic distancéncestor node. The statistics methods can help with

The computational process below is to figure otomputing the information content of t_he concepts.
the length of the path of the semantic. Prepare enough data of the domain, the more

frequent that the concept appears in the datadfase
The semantic distanceist(C, C,) between node this domain, the more abstract that the conceps doe
C, and C, can be figured out according to the@nd the less that its information content has [11].

. . Conversely, it has more information content. The
different relations between conc&ptandC, .There information content of concepts can be computing

are 3 situations shown below: by formula (2).
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1 the ontology construction. The increase of the
1(C,) =log PO (2 ontology concept will cause big uncertainty on

distance computing and cause its instability oretim
) and space complexity. The algorithm based on the
In this formula, P(C,) means the probability that information content makes use of the information

C, appears in the file;I(C,) stands for the content of the concept in the ontology hierarchy to
information content of the concept. With the IeveFompme the semantic similarity. The matchmaking

. : accuracy is determined by the information content
up of the node hierarchyR(G) increases and of the concept in the ontology space and its

I(C,) decreases. The semantic association of twomputing result depends on the computing method
concepts can be computing by formula (3). of the information content. Different computing
o method will get different similarity result.
Similarity(G, C,) . _
=Max(|(C )) 3) The two algorlthms discussed above have both
f advantages and disadvantages. According to the
= Max(log( P(G, ))) aim of matchmaking of the semantic web service, a
) ) more efficient semantic similarity algorithm is
In this formula,C, is the ancestor node sharedygyght out. This algorithm combines the two
by C, andC,. The semantic association of concepalgorithm discussed above and make use of the
C, and C, is determined by their same ancesto§emant|c_mfo_rmatlon content of the concept and the
. . . construction information of the concept hierarchy
node that has the_ most information content; in t’ ee to compute the semantic similarity. And then
ontology expression methods of the CONCePlSse the shortest path to compute the semantic
h|era_rchy mo_del, the semantic association reﬂ_ecﬁstance between concepts and measure their
the information content of the closest sharingemanic similarity according to their semantic
ancestor node.. In the situation that 'nhe”t,'an]istance. The specific definition shows blow:
happens many times, choose the closest node in the
ancestor nodes and this node has the mostDefinition 1: the appearance probability of

information content. concepC.
This algorithm doesn't depend on the ZF(Q)
characteristic of the concept’s hierarchy strugture P(C) =N (4)

using concept statistic to get the information
content of each concept. The computing of semantic & Stands for one concept of the sub-concept set
similarity needn’t take the hierarchy relationslod of C, the range o, is the sub-concept set Gf

concept and the distance of its appearance positicind N means the maximum times that the concept
into consideration. The specific computing procesgould appearN is usually the appearance times of

is to figure out the appearance probability in ongne top concept and its sub-concept.
ontology area. This normal probability reflects its

information content. That is, the accuracy of this Definition 2: the information content of
algorithm depends on the statistic method used §pncepC.
the files. Different statistic method could get

different result. I(C)=log (ij (5)

. . : P(C)
2.3 ';hn(iilcac;ril:}?rehensveAlgonthm of Semantic The similarity between one sub-conceptand

The two algorithms introduced above define thés father concep€, is determined by the weight of

similarity between concepts with different methodhe related edge betwed andC, . According to
and structure. The algorithm based on the Semangfﬁerent weight the connection dearee can be
distance similarity makes use of the ontology gnt, 9

classification concept tree and computes th(éistinguished by the conditional probabili§, and

distance between concepts to figure out thé&;.
semantic similarity matching degree. But only
computing the distance will cause some error. For _ P(C.,nC,)
example, how to compute the shortest distance R(G, C) =log W
determines the accuracy of computing. This !
algorithm’s accuracy is determined by the quality o

(6)
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Definition 3: the total connection degree of edgstructure chart of the prototype system of the
is a function that related to the depth of node argemantic web service discovery is showing in
the connection degree of the edge. Figure 1. The core module is to compute the

semantic similarity. It is used to realize the gsv
P(C.nC,) deptlf C) matching methods introduced in the fist part. The
P(C,) ) P semantic web service usually uses OWL-S
description as the description language of the web
) service requirement and publishing. And it parses
the web service described with OWL-S which

‘The function F can be chosen according tgomes from the service sender and the service
different  application  environment. Choosepublisher by the OWL-S parser. It combines
F(x, y)=+/X* y in the prototype system of nextProtégé with OWL-S API to get the input and
section. output parameters of the service and then use the

o ) description logic inference engine Jena to make

Definition 4: the distance between any twQnference on the ontology concept of the input and

LR(C,, C) = F(Iog(

conceptsC, andC,: output parameters. And then, compute the semantic
) distance between concepts according to the
dist(G, G) = > LR G, G) (8 inference result.

GG G)- NG Q) The experiment of the prototype system builds

P(C,C,) is the set of all nodes in the shortestig0 web services. Most of them are published by
path betweer€, andC, . S(G, C) is the nearest UDDI server. Besidesz the sys_t_em still d.esigns
shared ancestor node. some related web services specifically. Durmg the
At last, compute the similarity according to thetOUrse of the experiment, th_ese web services are
semantic distance. Take formula (1) as reference: registered t_o the test collection; use Protégé and

OWL-S Editor and take use of OWL-S API to

Similarity(q,Q):}/[ > LR Cs CH+ 1] transform the WSDL description file of the 180

CO(P(GG)- S G. ) services in the Protégé into OWL-S profile

(9) description files. Then, register the transformed

files into Se-UDDI server with the three matching
algorithms mentioned in this paper (In Figure 2,

Match_D: The Algorithm Based on Semantic

Distance Similarity; Match_I: The Algorithm of
Semantic Similarity Based on Information Content;

Match_N: The Comprehensive Algorithm of
Semantic Similarity.). Suppose that the similarity
Values of the service matching in the prototype

ontology base and service discovery engine. T system are 10 grades which are equally disturbed

domain ontology is stored in the ontology base, 0.1 to 1. Then, make matching on the 180
9y gy . Semantic web services with the three algorithms

'rAemi(; Ltjgrtegf i;vigesggifigz Egeiss(i?begcgzrgxwg)ﬂ" espectively and compare the matchmaking results.
o . : gistry. 9 The final results are shown in Figure 2.
particular service requirement of the user and the

ontology chosen from the ontology base, the
service discovery engine uses the semantic
matching algorithm discussed above to conduct
service matching on the service registry, and then
return the service which meets the user’s
requirement. The prototype develops and deploys
the web service under J2ee 1.4 platform. Build one
ontology base resources in Protégé and a
description file of the semantic web service (OWL-

S); take Jena inference engine as the plug-inef th

Protégé to make inference; and store the data of
experiment in the database. The main development
tools includes: Protégé, OWL-S Editor, OWL-S

API, Jena and OWL-S/UDDI Matchmaker. The

R
809

3. ANALYSISON THE PROTOTYPE
SYSTEM OF THE SEMANTIC WEB
SERVICE DISCOVERY

In order to test the validity of the semantic
matching algorithm, a semantic web servic
discovery prototype system and a test data set
designed. The prototype consists of UDDI
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service publishment service requirement

L

OWL-S parser
ontology ontology
inference inference
similarity similarity

computing computing

matching process|

!

matching result

Figure 1: Matching Of The Semantic Web Service
4. CONCLUSION
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Figure2: Accuracy Rate Of The Matching Algorithms
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