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ABSTRACT

In order to improve the measurement accuracy oflittear CCD in the intersection of vertical target
measurement system, the calibration model of lif@@D’s internal parameters is established and the
various factors that affect the accuracy in thebcafion process are analyzed. Making use of theali
CCD imaging optical principle, the optical centerdathe effective focal length are calibrated byngsi
upright and inverted mirror state theory and Nestgiray streak model respectively. It can be proved
through theoretical analysis and argument thanikéod can effectively reduce the impact of thediac

as real object height to calibration accuracy ahthio the high precision calibration results white
satisfied the application indicators of linear C@€the intersection of vertical target measurensgstem.

It can be known from the experimental data thatdpgcal canter calibration accuracy is less th&290
pixels and the focal length is less than 2.5%.

Keywords:. Linear CCD, Influence Factors, Calibration, Uprigatd Inverted Mirror State, N-style Array
Steak Model.

parameter measurement will impact the results of
calibration.

The intersection of vertical target measureme In order to reduce the errors of the influence
9 I?Elctors on internal parameters calibration, alkéhe

system Is a very common weapon firing aCCUracy, tors are analyzed in this article. Based on the
measurement system in field of modern military[1], alysis we improve the condition and method of

. SO0 : n
Linear CCD is widely used in these measuremeréata”bration experiment and then finish the linear

Z{:;em?hév'th ngtonléé'tjamgeeangi;rl]e thiwﬁyg t;léECD'S internal parameters calibration. The impact
9 9 9N-SPEEEs |ens distortion can be avoided by using the

measurement. : . :
The calibration of the model parameters of Iineagplri't?rt,:ti oﬁntﬂ e l)np:/t(iecr;??: a nTeI‘:ro,& n dsttﬁteeN_tQt(;?ry rto

CCD has a direct impact on the measuremegﬁeak calibration model can effectively reduce the

accuracy of the intersection measuring system. Tri‘r%pact of real object height, number of imaging

ﬁ:]('sg\]/gemg?ﬁagf (C::Iggsiccallfrﬁtl?:gmggth:;lisbraztiif ixels and translational distance than the existing
P P inear CCD calibration methods and improve the

methods like radial constraint calibration[2] oe th measurement accuracy of the intersection of vértica
2D planar targets calibration[3]. These methods aEgrget measurement system

ported into a two-dimensional flat space to be

calibrated from three-dimensional space through. ARCHITECTURE OF CALIBRATION

some certain conversion relation. However, these MODEL

kinds of calibration methods ignore the resultsof

nonlinear lens distortion parameters caused by The camera calibration refers to structuring the

distortion of camera lens[4-6]. Besides, under theonversion relationship between the camera image

situation of failing to make sure the view of linea pixel position of the scene and the real space

CCD during calibration, these methods mayosition. The method is based on the camera model,

produce calculation errors on the actual physicabolving the model parameters of the camera by the

height, and then affect the calibration accuraay. Ifeature points of the image coordinates and world

the mathematical model calibrated by internatoordinates. Based on the parameters of the linear

parameters of linear CCD, the accuracy o€CD model, there are three parameters need to be
calibrated which are internal parameters, lens

1. INTRODUCTION
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distortion and external parameters. Generally we In the relationshipOAis the distance between

use sophisticated instruments to calibrating ththe sampling point A to the camera’s optical center
internal parameters and the lens distortioBecause the uncertainty of the camera’s optical
calibration of the linear CCD in laboratory, thecenter position this distance cannot be accurately
external parameter in the testing site. Reference measured. Therefore, sample second time by
the assumptions of the area cameras modeltsoving template to point B where distance point A
internal parameters[7], Linear CCD’s internalL . Can readout two stripes as template which

parameters can be presented by ma#ias (1). spacing isH occupiedh, pixels from the second
a, 0 u sample picture. The relationship can be obtained,
:{O 0 10} (1) such as (3) from imaging geometry.
f _OB 3
In matrixA , a is the scale factor of camera’s hdx H )

u scale, or the other words that's effective focal _ _ ) )

length. (a, = f/dx, dx is liner scan CCD camera’s In the rglat|0ns.h|po|3|s the distance between

pixel pitch), u, is linear CCD’s optical center the sampling pointsg to the camera’s optlc_al
1o ' center,oB = 0A + L . S0, the expression of effective

Precise calibration of the two internalfocq length can be obtained by minus (2) to (3) as
parameters according to the linear CCD’s imagin ).

method. Assuming a shooting state of linear CCD is
upright mirror state and after rotating the camera a =f/dx= hh,L @)

180 degrees is inverted mirror state. Only when the x - (h, - h,)H
linear CCD’s optical axis through the space of a

flag point, the projection position of the mark poi 3. ANALYSISOF INFLUENCE FACTORS
is the optical center of the linear CCD. The sign ;

point is coincident with is the line CCD’s image%lggjliztregtciiﬁactorsof Optical Center

position under the upright mirror and inverted The calibration accuracy of optical centers can be

mirror state. In calibration, make the positiortiod shown as du. and the corresponding anaular
mark points coincident in the center of two images Ho P 9 9

under the upright mirror and inverted mirror statdesolution can be demonstratedi@s According to

by rotating and regulating the linear CCD multiplethe optical imaging theory applicable to linear
times[8]. At this time, the mark point which CCD, their relationship is supposed to be as (5)
projected onto the image is the position of thedin Shows:
CCD'’s optical center. Recorded the optical center’s
coordinatey, .

The principle of calibrating the linear CCD’s Based on the upright and inverted mirror state
effective focal length is shown as Figure 1. theory, the angle measuring accuracy of biaxial
tilting table and the resolution accuracy of pixels
I B adopted are the only factors that are related ¢o th
T H angular resolution of the optical center calibratio
‘ T/{/,,;:/ accuracy which equals the sum value of their
o PP iy corresponding angular resolution. The former,
h, related to the digits of the angular coding diskn ¢
Figure 1: Principle of calibrating effective fodahgth ~ b€ shown asdg and the latter, related to
As Figure 1 show, at a position A which is ainterpolation prepisiqn of the pixels, can be shown
certain distance away from the camera, samplin@s‘jy' Then, calibration accuracy of optical centers
from the calibration template which isin CCD can be demonstrated in (6):
perpendicular to the optical axis. Can readout two _
stripes as template which spacingHs occupied ditp =3, [tandg +dy) (©)
h, pixels. The relationship can be obtained, such &2 | nfluence Factors of Effective Focal Length
(2) from imaging geometry. Calibration
According to the calibration principle of the line
_t _OA (2) array CCD camera as the Figure 1 and (4) show, the
hdx H factors which affect the calibration result are the

tandd = du,/ a, (5)

R
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real object heightH , the move distance of of view of the camera are not in the vertical plane
calibration model. and the number of image. with the upright streak, can use the proportion
The effect of these factors to the effective focatelationship of the distance between the wide ktrea
length calibration result could use their partiaBnd thickness streak in the sampling image, to make
differential to represent, as (7) shows. sure the real position of the sign point in the
inclined streak. Then connect the real position of
da, :&dH +&dL+%dhl+&dh2 (7) these sampling points in each inclined streak, this
oH oL oh, oh, can determine the linear field of view of the linea

: . CCD real position, and get the accurate distamce
3.2.1 Impact of real object height H in the calibration model.

ﬁThg efffect |°f| theh reall_bobj_ect he'?c:]t to the Furthermore, according to Figure 1, in the
efiective focal length calibration could use tS),cess of the calibration of the effective focal

differential to represent, after a collation, tlesult lengtha, , whether the calibration model and the

as the (8) shows. ) ] }
light axe of CCD camera keep vertical will affect
%, = Ml .. a4 (g the accuracy for the real object height
- 2 - . .
oH (h,—h,)H H measurement. If use the length of the calibration

) ) model is 1m, the effect to the real measuring error
So, the effects of the real object heighto the ., a5 the Figure 3 shows.

effective focal length calibration will decreases
whenH increases. However with the increases, o7
the measuring errogH will increase, and in the
real calibration, because of the linear field cdwi
angle of the linear CCD and the -calibration 05t
condition, cannot increase the unlimited. So in
the certainn condition, decrease the measuring
is the effective way to decrease the effect to the g
calibration accuracy. 22l
Focus on the calibration of the inner parameter of
the linear CCD, all the existing calibration method
are based on the 2D plane, use the black and white e T ———
streak model to calibrate. This model cannot C unerticalty” -
measure the angle between the linear field of view Figure 3: Effect To The Real Measuring ErrdH
of the linear CCD and the streak when they are not
in the vertical plane. If use the distance of ttneak
to approximate estimates the real object height
will cause big error for the calculation of the dyiat]
and cause large error for the calibration accucdcy
the effective focal length calibration. For the
measuring the accurate real sampling distance
the calibration model of the linear CCD linear diel
of view, could use the N-style array streak model
calibrate, as Figure 2 shows.

06

As Figure 3 shows, with the increase of the non-
verticality between the calibration and linear CCD,
the measuring accuracy become lower and lower. In
the real process of calibration, to make model
plumb with the camera light axe, setting the Nestyl
?rﬁ:ay streak in the screw, and setting the camera
which need calibrated in the two-dimensional
tprecision turntable[9]. Through control the positio
of screw and two-dimensional precision turntable,
make the sign point projection in the optics centre
of the CCD camera both in upright inverted mirror
state condition, and the upright streak beside the
sign point are symmetrical to each other, the
i distance from streak to sign point is equal.
Figure 2: N-Style Array Streak Template According to the principle of on both sides of the

The point in the center of the Figure 2 locates ifinear CCD optical lens distortion parameters
the center of the two parallel streaks. It is thpns Symmetrical about the camera’s optical center and
point in the optical center of the calibration whic the geometric relationships of the isosceles
uses the upright inverted mirror state principler F triangle[10], now the light axe of the linear CC® i
distinguish the upright streak and the inclinedPlumb with the N-style array streak model, drop
streak in the image of the linear CCD, the uprighfoot is the sign point in the model.
streak use the wide line to print. If the lineagldi
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3.2.2 Impact of number of imaging pixels h point always goes through the optical axis of the

The calibration impact of the number of imaginglinear CCD when calibration template moves on the
pixels of the template in the image, on the SCrew rod, and the template must be maintained
effective focal length can be explained by a/erticaltothe camera’s optical axis.
differential. The integrated differential is pres®h 4 EXPERIMENTAL DATA
in (9) and (10). _ _ _

4.1 Accuracy of Optical Center Calibration

da, , _ h,’ The focus of a the common linear CCD is 50mm
adl-‘ (h, —h,)?H dh (®) and when we use biaxial tilting tables different in
22 coding digits as well as pixels different in
aisz h dh, (10) interpolation precision, its calibration accurady o
oh, (h, —h)?H optical center can be shown in Table 1:
) ) ) Table.1:The Calibration Accuracy of Optical Centgg
In (9) and (10), the number of imaging pixels of = . . .
h . . coding 18 coding 20 coding
the template in the image, and h,, which cannot digits digits digits
be chgnggd, is determined by_ the work dis?ance of10-times 0.34 0.22 013
sampling image, the actual height of the objedt, th interpolation
camera’s focal length, and other parameters. In20:imes 0.29 0.17 0.08

e L terpolati
order to diminish the calibration impact of the Togﬁﬂﬂ,is"’”

number of imaging pixels of the template in the interpolation 92° 0.13 0.04
image,h, interpolation of the sub-pixel is utilized,

to improve the precision of reading the number of |n the practical process of calibration, we can
imaging  pixels[11,12]. Matlab has severalchoose appropriate biaxial tables and pixels
interpolation algorithms, including nearest, linearaccording to what we need in reference of data
spline, and cubic, etc. Nearest and linear cannegtated in the Table 1.

achieve interpolation of the sub-pixel when we choose a 17-digit angular coding disk and 20
calculating the image center. Spline is the mostmes of pixel interpolation accuracy to experiment
suitable interpolation with the sub-pixel for thB 1 with the linear CCD whose focus is 50mm and
interpolation on one row because of its precise.  pixel is 10°mm. Then we carry out the experiment
according to the upright-down theory, adjusting the

The calibration impact of the translationalfocus for a clear image. By adjusting the positibn

distancer of template relative to the linearity cCD Piaxial table and the leading screw, we find timat i
camera can be represented by a differential. THB€ distance from 1m to 3m, the position/f is as

3.2.3 Impact of trandational distance L

integrated differential is presented in (11). what has been shown in Table 2:
Table.2: Calibration of Optical Centey,
da, ., _ hh, _a -
—XdL=—322_dL==2dL (11) _distance 1m 1.5m 2m 2.5m 3m
oL (h=h)H L optical 504710  2047.15 2047.15 204720 2047.25
Center ’ ’ ’ : )

Hence the longer translational distancethe
smaller calibration impact on the effective focal

length. However, with the increase of thegyror in the experiment is 0.15 pixels and thisies

translational distande, its measurement erralL  oncords to what has been figured out in Tablé 1. |
will be ampI!fled, and during the actual calibratjo shows a high experimental accuracy.
the translation distancé cannot be lengthened

infinitely, due to the linear CCD’s depth of field, 4.2 Accuracy of Effective Focal L ength

It can be know from Table 2 that the calibration

the conditions of calibration testand other Calibration
objectlv_e causes. As a result, with f'xed4.2.1lmpact of real object height H
translational distanceL , to decrease the

X o According to (8) and Figure 2 show the principle,
measurement errafL can effectively neutralize its o4 get the fitting graphics of effect in different
impact on the precision of calibration. model size and different streak to the real

From Figure 1, the measurement erormainly  e4q1ring errodH through the simulation with the
comes from the fact if the template translates @lon,¢ap as Figure 4 and Figure 5 show.

the optical axis on the screw rod. In this sense,
before conducting a calibration test on the effecti
focal length, it should be ensured that the mark
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Figure 4: dH Of Black And White Streak Template  Figure 6: Curve Of Impact Of Interpolation Precigio

As the Figure 4 and Figure 5 show, the real From Figure 6, if the interpolation precision
object height measuring erroiH get decrease Within the pixel is greater than 30 times, a higher
when the aspect ratio of the model increase for tf{Bterpolation multiple has a small effect on
black and white streak calibration model, thdmproving the calibration precision of the effeetiv
minimum error is 5mm; the real object heightiocal length. Besides, the impact on the calibratio
measuring errodH get increase when the aspecpreusmn of the effective focal length is veryytin

ratio of the model increase for the N-style arra)\/"h?n t.he error 1S 0.125 pixels, which is not the
streak calibration model, the maximum error ig 40" influencing factor. Consequently, based on

0.6mm, the minimum is 0.25mm. So use the Nt_he requirements of engineering design, choosing

style array streak model can decrease the measurff rpolation W'th a 30-t|m_e precision within sub-
error of the real object height, and the effectrie  PIX€! can fulfill the precision requirement of the
result of calibration the effective focal lengd. effective focal length calibration.

4.2.3 Impact of tranglational distance L

The translational distance measurement error
curve between the template and linear array CCD
camera are as follows. Figure 7 is the curve when
the non-perpendicularity between calibration
template translation and linear array CCD camera
optical axis ig° . Figure 8 is the curve that we using
the method as set in section 3.2.3 which keeps
linear array CCD camera optical axis and
calibration template perpendicular.

1000

120 - 600

Width/mm 10 200 Length/mm 0.35

Figure 5: dH Of N-Style Array Streak Template

03

4.2.2 Impact of number of imaging pixels h 025
Based on (9) and (10), if the work distance of
calibration is 1.5m, the translational distance of = E
target surface is 600mm, the template’s height is ~ o
1m, and the interpolation algorithm within the sub-
pixel is spline, the impact of different pixel's

02

01

interpolation precision on the calibration preaisio L

of the linearity CCD camera’s effective focal lemgt e

- - - 0 100 200 300 400 500 600 70O 8OO 900 1000
is elaborated in Figure 6. Umm

Figure 7: gL When Non-Perpendicularity &
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5. CONCLUSION

0.1

0.091

According to the theory of error analysis and
measurement results, in this article, the analyss
improvement of the internal parameters calibration
accuracy factor of linear CCD’s calibration has
improved calibration accuracy of the linear array
CCD camera internal parameters at lower cost and
perfect experimental. Especially in the effective
focal length of the calibration, using N-style arra
streak calibration template has overcame the

0.08-

0.07F

0.06

0.051

dlL/mm

0.04

0.03-

0.02F

0.01F

e a0 o j,ﬁ?,, 70 a0 s oo shortcomings of the cycle of black and white streak
_ _ calibration template which could not accurately
Figure 8: d. When Perpendicular determine the linear array CCD camera liner field

I;11[1‘ view position. This improved the measurement

accuracy of the actual height. Deficiency in this

article was that the linear CCD lens distortion has

pot been taken into account. So calibration

gxperiments could not reach the theoretical

precision values. The accurate calibration of the

effective focal length parameters would be more

4.2.4 Experiment of effective focal length accurate if the lens distortion parameters had been
calibration used to correct the position of the imaging in

Based on the analysis of actual height, effective focal length calibration.
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