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ABSTRACT

How to extract social relations from the text cont@ internet is a problem. A supervised methoskldaon
machine learning algorithm has been used to sdieeproblem. Based on the characteristics of social
relationship, the appropriate rules have been niadéature extraction. Based on the result of Ueat
extraction, two methods have been proposed whiets@pport vector machine (SVM) and the maximum
entropy model for the relation extraction experimeThe results show that support vector machine
algorithm is better than the maximum entropy model.
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1. INTRODUCTION social relations are gradually transferred to the
virtual transition area of Internet. We can organiz

With the rapid development and large-scal@and retrieve large-scale data and information en th
popularization of the Internet technology, the dataternet through the social relation network. And
of information society showed explosive growth.another intuitive instance is the popular reseafch
Search engine technologies developed fast amcial network that is in a key position with redat
rapidly in this background. Google, Yahoo, Baidugxtraction. Now people can announce message
Bing and other search engines appeared and quicklyough SNS and microblogging conveniently.
occupied the market by the ability to meet théased on this information it is important for thgor
requirements of locating the required data in theesearch and practical application to map out the
vast information ocean. But in the other view, thesocial relation network.
current search engine still only processed and In this background, we focused on the research
analyzed simple data from Internet or calculatedf the relevant algorithms and solutions for social
and ranked the page structure and links. It isaatil relation extraction especially on the supervised an
empty field to in-depth understand or mine data andnsupervised machine learning method, relational
extract knowledge behind the large-scale datdeature vector extraction, and relational model
especially for social relations extraction andraining and so on. The research aims to improve
discovery. More and more researchers, universitsocial the efficiency and performance of the
labs and technology companies focused in the stu@djgorithm for social relation extraction.
of social relation extraction.

Relation extraction technology is a key point i2. CORPUS CONSTRUCTIONS
the information extraction research that organized
the natural language text into a structured or sem®.1 Social Relation Types
structured data. The main task of information The ACE evaluation conference defined seven
extraction is to extract and store the formattedhajor relation types such as institutional relation
information from the original data source for thepart and whole relation, human and social relation
subsequent retrieval and processing. The researahd so on. In each relation category a number of
of relation extraction that is based on informatiorsubcategories are defined. The hierarchical
extraction takes up the relationship betweedefinition of the entity relation type is same with
physical objects. The relationship modelingthe nature and society relational model. In this
relation defining, corpus capturing and extractiopaper, the social relation extraction is one pért o
algorithm are the hot topic in current relationthe entity relation system. The ACEOQ8 evaluation
extraction research field. With the Internetconference gave 510 records of the Chinese social
technology quickly developed and deeply influenceelation. The database is too small to meet the
on human society, the model and network of humarequirement of social relation extraction task. And
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the ACE only defined three simple subtypes for the

social relation type that was business, family an@.2.3 Corpusannotation

lasting-personal. Based on the definition, we

subdivided the social relation type and then The original text was processed with the

collected and labeled our own Chinese socigdreliminary lexical operation and name recognition.

relation corpus. And then we filtered the original data by two rules
The ACEO08 evaluation conference only definedand got a number of required sentences. These

three subtypes for the social relation category. lsentences contained at least two character entities

this paper we refer to the relation types thatraefi and human could understand the sentence. Based

by ACE conference then redefined the sociabn such preconditions, we defined the following

relationship categories. There are six social i@lat rules for the relation annotation.

types that are relatives, friends, lovers, co- Firstly the relation annotation accepted the

operation, subordinates and idols. sentence as annotation atomic unit. If there were
several character entities in one sentence, we took

2.2 CorpusProcessing the first two entities which were defined as Petson

221 Corpussource and Person2. If the Personl and Person2 referred to

Now many researches of natural languagthe same character entty, the corresponding
processing chose the Internet as the source &fntence was filtered out.
corpus. Since this relationship involved Secondly the sentence needs to contain the social
extraction experiments do not involve real-timeelation which reflected in the sentence directly.
data, so this choice of a laboratory to providdhe social relation could be described by the
Internet search dog text classification corpus, wspecial feature word directly or be reflected bg th
further search through the database of dogsemantic context indirectly. For some well-known
available all documents, read the contents and sbcial relationship, it was not marked if it didtno
storage into a tree structure in XML format, sotthareflect in the sentence.
we can in the next phase of more in-depth tex2.2.4 Format of corpus

corpus lexical processing. In the corpus acquisition process the temporary
2.2.2 Corpus processing data need to be stored and the annotated results

The original format of corpus was webpageneed to be stored. The original text was grabbed
document on the Internet. The document needs ifrom Internet and then the paragraph was processed
depth lexical processing operations, such as wosdith word segmentation and POS tagging and the
segmentation and name recognition, and sgenerated results were in line with the tree
on. Meanwhile we will take a number of rules andstructure. So in this paper we proposed to use XML
methods to filter the document content. Thdormat to store data.

Filtering rules would be described as below. In this paper, we referred to the document format
Firstly, we filtered out the sentence that wa®f relation extraction task in ACE evaluation
shorter than the required length. According to theonference.[2].And according to the characteristics
results of the segmentation, we could get all ef thof the relation corpus, we improved the document
words in the sentence. We defined the length as tfiemat. For example, we added parentld which
count of the words. The filtered threshold waseferred to the sentence ID of the source text. The

defined as 10. relation type referred to the six relation typesnir

Secondly, we filtered out sentences that did nahe number one to six. Personl and Person2 nodes
contain two names. Apparently social relatiorreferred to the two character entities in the
extraction needs at least one person involved. kentence.
this paper the character entity appeared in a
sentence that reduced the problem complexity. 3. THE SUPERVISED METHOD FOR

After taken two filtered strategies, we can geta RELATION EXTRACTION
group of sentences that could be used for relation
extraction. The second filtered strategy needs tt&1 The Establishment Of The Relation M odel
accurate recognition for the character entity thad.1.1 Characteristics of relation system
involves the related research of Chinese name In this paper we defined six social relation types.
recognition and identification. In one word, theEach relation type could regard as a category, and
corpus processing includes a series of work such #s relation extraction task could be transformed
sentence selection, word segmentation, and P80 a complex pattern classification problem. For
tagging, Chinese name recognition and so on. instance, the entity pair (Personl, Person2) coeld
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classified into one relation type. Thus we need In our annotation data, we not only marked the
focus to the characteristics of relation types andntities and the entity attributes, but also marked
determine which characteristics take a greater rothe entity relations and the relation attributebe T
in classification. data and annotation results were stored by XML
Firstly the relation expression of the entityformat. In the experimental data, each two entities
pair(Personl,Person2) was usually depended oniraa sentence form a relationship instance.
certain type of feature words. And these featur8.2.2 Evaluation Standards
words could appear between Personl and Person2]n the ACE evaluation conference, there are two
or before Personl or after Person2 as thedicators to evaluate the social relation extrdcte
description of character. These feature word igesults which named recall and accufdcyThe
usually to be noun or adjective as the descrippion value of recall and accuracy would be different in
character entity. some case. So we need to compute the weighted
Secondly the position of feature description mawpverage value of the recall and accuracy and the
be far apart from Personl and Person2. The speadsulted value was called F-value. The formula was
is usually a verb and the social relation can bdefined in Equation 1. The weighted value
derived from a particular action or behavior. Forepresented the important level for the recall and
example, the words marriage and marry couldccuracy in the F-value computing process. By the
describe the couple's relationship as thealculated results of recall and accuracy we could
characteristics word. Its position in the senteisce quantify and analyze the experimental result of
often apart from Personl and Person2. So suscbcial relation extraction result.
features may be ignored if only focus the words

around for Personl and Person2. The features need (W? +1.0)* Precision* Re call
to be paid attention in the feature extraction F—Score= (W *Precision + Re call
process.

Thirdly the sentence dependency syntactic @)

between character entities needs to be consideréd?-3 Experimental results and analysis

The feature word could reflect the relation type bu "€ maximum  entropy —model used the
could not determine whether a relationship existdevelopment package of Maxent 3.3.3k which is
between character entities. By the dependendfovided by  Princeton  University —research
syntax features, we can describe the relatiol@ooratory and other joint company. And the source

between the character entities and help to extragpde and documentation is provided on its website.
the social relations. We took experiment in the test sets of relation

3.1.2 Feature extraction method corpus. And then we got the classification resolts
The establishment of social relations modefocial relation types. At last we calculated theatie
needs to extract the feature vector from the oaigin Value, —accuracy value and F-value. The
text corpus. In this paper we extracted the atteibu experimental results were shown as the following
which associated with the character entity andable 1.

organized as feature vectors. Meanwhile the

character entities were defined as Personl angfPle 1 The Experimental Results Of Maximum Entrop

Person2 and the position of Personl was befere e S _MOdeIR — = 7
Person2. All the eigenvalues would be combined ~2©9°¢® (r;:;'s'on ecall (%) -Score (%)

into a feature vectoras the format of

Relatives 74.50 74.30 74.40

<wl,w2..w31>and extracted feature from Friends 85.60 8210 84.10
processed corpus. Lovers 73.40 75.50 74.50
Partnership 61.40 62.20 61.90

3.2 Analysis of algorithms and experimental Subordinates 73.20 69.50 71.10
y 9 P Idol relationship 76.10 73.20 74.60

results

In this paper we took the Libsvm development

3.2.1 Experimental Data kit that provided by Taiwan University professor

In this paper we use Sogou corpus as o in for the support vector machine algorithm. The

experimental data. The data source is from so Unsvm development kit provided a framework of
news. We selected 2/3 of data as training s¢

randomly and the remaining as the test set. Ther riety environments and languages oriented. For

. e5‘<ample the libsvm could support the Matlab
were 1’359 sentences as the experimental datag%tform, the python language, the java language
test classification results.
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and so on. The input of Libsvm needs to bevorkflow included query construction, query

numbers. So we used a hash table to map the entingpansion and answer extraction.

string variable to the index number. Then the gtrin

feature vector was transferred to the numben.2 The Algorithm Design

Eventually the experimental results were shown iA.2.1 Query construction

Table 2. We selected the entity el and the corresponding

characteristics of the relation fw to combine an

Table 2: Experimental Results Of Support Vector identified tuple <el,?,fw>.For example, <Jiang

Machines Jieshi, ?, Son>, <Jiang Jieshi, ?, child>, <Song
Categories Precision Recall (%)  F-Score (%) Meilin, ?, marry> and so on. And according to the
0, . . .
(%) different speech of the characteristics word of the
RFe!ati\(/jes gg-gg gg'%els gg-ég relations, we need to construct the query questions
riends . . . H e
Lovers 60.40 8352 26,00 by different heurlstlp rules.
Partnership 67.20 65.12 64.60 4.2.2Query Expanson
Subordinates 77.50 68.72 72.70 According to the different speech of feature
Idol relationship 76.40 85.44 80.60 words, we constructed the different query

guestions. Based on the query questions and with

According to the experiment results the suppotthe help of answering system, we expanded the
vector machine algorithm was better than theontent and the scope of the inquiry questions.
maximum entropy model algorithm on the recall We searched the constructed questions in the
value or the accuracy value. But there was nanswering systems. Then we could get the sorted
material difference between the two algorithmsresults according to the relevance of the query
And the support vector machine algorithm waguestions. And in the answering page, there were
more complex and difficult than the maximumfive recommended issues that related to the query
entropy model algorithm. The maximum entropyquestions. We took the related questions as the
model algorithms support the string feature vectoexpanded questions and at last there were twenty-
So in some case we also would prefer to thfive query questions in total.
maximum entropy model algorithm. 4.2.3 Answer Extraction

The key point of supervised learning method was After the query construct and query expansion,
hot to build an effective model. So we analyzed theve proposed a frequency-based statistical method
characteristics of social relations firstly and rthe to extract answer. The algorithm took the relationa
proposed how to extract features in the sententeple as unit and according to the entity type we g
effectively. The extracted features not onlythe statistics for the entity types in the text tvas
included the description of character entities butamed the frequency of the candidate answers. The
also considered the effect of some described vertredibility of candidate answer that was
Based on the feature extraction of corpus, we toatorresponding to the entity e2 was shown in
experiment with support vector machine algorithmequation 2.
and the maximum entropy model algorithm. Then
we compared the experiment results and concluded -
that the effect of support vector machine algorithm Conffg ( Q') Frec( Q') 2)
was better than the maximum entropy model

algorithm in the same experiment conditions. The entity e2 selected the candidate answer
which was the maximum credibility and greater
4. THE UNSUPERVISED METHOD FOR than the threshold minFreq.

RELATION EXTRACTION
4.3 The Experiment Results And Analysis
4.1 Thealgorithm workflow 4.3.1 The experiment data
Then relation triple <el, e2, R>was the system )

input. There were two known items in the triple The experiment was based on the entity
such as entity el and entity e2 for example. Thepgir "name - name”. The seed entity and the
we can transfer the relation extraction problem t§haracteristics of relation type were obtained from
an answer extraction problem. With the help ofhe social relation type system and the labeled
search engines and knowledge-based questi6Arpus. We selected 500 seed entities and  six
answering system, we could complete théelationships to make the experiment that included

relationship between the triples. The algorithm
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relatives, friends, lovers, co-operation, subortisa  Secondly in this paper we proposed machine-
and idols. learning algorithm for entity relationship extrawati
4.3.2 Experimental resultsand analysis The entity relation extraction was regarded as a

We chose the frequency statistics method as tldassification problem. And we used support vector
answer extraction rule and tested the labeleshachine and maximum entropy model algorithm
corpus. The experiment result was shown in Tabler training and testing. The experiment results
3. showed that the support vector machine algorithm

was better than the maximum entropy model
Table 3: Experimental Results Of Unsupervised Masho algorithm in the same experimental condition. In

Categories Accuracy rate(%) the six social relation types, the support vector

machine algorithm obtained the average accuracy

Relatives 52 of 76.40%, the average recall of 85.40% and the

Friends 62. average F-value of 80.60% that was reached the
Lovers 58. . . .

Partnership 46. pract!cal level. Since the accuracy of t_he machine

Subordinates 77. learning method was low, we need to improve the
Idol relationship 75. feature extraction or enhance the kernel function i

Average 615 the future research.

Finally for the lack of labeled corpus extraction

The web data mining method for relationproblem, we proposed a relation seed extraction
extraction could achieve a good result in the smalimethod that based on the web data mining. The
scale experiment. Compared with the superviseslgorithm transfers the relation extraction task to
learning algorithm, the accuracy of the seeghe factual answer extraction problem. The basic
extraction method was lower than the supporuery was constructed by the simple heuristic rules
vector machine algorithm or the maximum entropyvith the help of the answering system, we
model algorithm. But this method did not requireexpanded the basic queries. Then we retrieved a lot
the pre-labeled corpus and could be constructast page abstract documents from the answering
their own queries and extracted the answers. System. At last we use the frequency statistics
there was still a sense of practical value for thenethod to extract the answer and fill the relation.
algorithm. Finally, we made experiment in the six relation

types and achieved accuracy value of 61.5.
5. CONCLUSION
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