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ABSTRACT

Technology innovation is the key motivation to push strategic emerging industry development. Research on key factors to influence industrial technological innovation is essential to enhance strategic emerging industrial technology innovation. This paper analyzes the various factors that influence industrial technology innovation by the fixed effects variable coefficient model. Through the expanding knowledge production function, considering the endogenous variables (R&D, market system) and exogenous variables (government policies) on the technology innovation of comprehensive effect, the model operates panel data in 10 industries from China's three great strategic emerging industries from 1996 to 2010. The results show that R&D input has a positive effect on various industries, the market system and the government policy has complementary effect on various industries influence, and various factors contribution on the biological industry and high-end equipment manufacturing technology innovation is superior in the information technology industry.
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1. INTRODUCTION

A Strategic emerging industry, based on the important technical breakthroughs and development needs, is an industry with deeper integration and emerging technology, which are the new measures of the national economic growth mode change and the core of strategic emerging industries. Its outstanding characteristic is knowledge intensive, material resources consumption. Science and technology innovation is the core of strategic emerging industry development. Therefore, the study of the key factors which affect technological innovation, to enhance strategic emerging industrial technology innovation and to promote strategic emerging industry development is very important.

Since Schumpeter put forward his innovation theory in 1912, the influencing factors of technological innovation have achieved fruitful results. These results were more focused on the regional and corporate levels with relatively less research on the influencing factors of technological innovation from the industrial point of view. R&D investment was considered important as it played a positive role in technological innovation [1-3], through a seed effect, and a production effect, and self-reinforcing effect [4]. However, the study proved R&D investment is subject to a "threshold effect", only when the flow rate, pressure and energy were able to reach a certain "critical value", could the desired market effects be obtained [5]. Human capital, intellectual capital [6,7], and knowledge spillovers [8] were also considered to be supporting factors of technological innovation; there is a very strong positive effect on the efficiency of technological innovation, and knowledge spillovers [9] in the industries open to foreign investment. The industries open to foreign investment, due to less economic linkages with foreign and domestic enterprises or technology gaps, less and did not generate significant knowledge spillovers.

In addition to analyzing the influencing factors of technological innovation from R&D investment, Helpman [10] thought that, compared to the R&D investment, physical or human capital accumulation, system was a more basic factor to determine technological progress and economic growth. The market system [11], the system of organization and management system [12,13], and the legal and economic systems [14,15] have played positive roles in technological innovation. In addition, some scholars regard foreign direct investment (FDI) as an institutional variable and
consider that FDI institutions generate positive spillover effects to the host country [16,17] through demonstration effect [18], competition effects [19], the linkage effect [20] and human capital flow effects [21] and in other ways. Analysis of these factors was, basically, the analysis of a factor or several factors, the influence of the pharmaceutical industry, manufacturing a certain type of industrial technology innovation. Due to the homogeneity of these industries, the studies were limited to analysis of the various factors influence on the whole industry. Many studies used a variable intercept model with random effects or fixed effects. A variable intercept model was used to measure different variables effect on the whole industry, in specific industries, the development differences cannot be reflected. There was less research about what factors Influence Chinese technological innovation of strategic emerging industries.

With the development of empirical methods, research and R&D capital, human capital, foreign investment, market structure and ownership structure, firm size, financing structure and other factors’ impact on technological innovation is also increasing [22, 23]. In addition to these factors, some scholars believe that industry agglomeration [24-25], technology innovation diffusion speed [26], the level of industrialization [27], and government investment [28] all have significant positive relationships with technological innovation. In addition to analysis of the industrial technology innovation and impact factors, more and more attention to the analysis of soft influencing factors; Hongming Xie integrate organizational culture, knowledge integration, and internal social capital in a theoretical model, using structural equation model [29]. However, as soft factors are difficult to quantify, they did not measure the impact of government policies and the system of industrial technology innovation.

The foundation of above research model is the Cobb-Douglas production function and the knowledge production function, from which a double logarithmic model is constructed for empirical analysis. Variables in the production function are endogenous, as exogenous variables can not reflect government policies. In addition, commonly used model include TOBIT model (Luo Yan, 2010), dynamic econometric model such as SVAR model [30] and VAR model [31]. The TOBIT model is often used to analyze the impact of various factors on the efficiency of technological innovation; dynamic econometric models are often based on time series data used for research on the dynamics of an industry. In recent years, the application of the panel data model has greatly enriched empirical studies, mostly using a random effects models for panel data (fixed effects model) (Aijun Fan, Yunying Liu, 2006; Liu, 2010; Bibo Dai, 2012 [32]). However, these models were limited to the use of a variable intercept model, didn’t measure heterogeneity industry gaps and the different degree of their change.

In summary, the seven strategic emerging industries are different, and the impacts of various factors on technological innovation are distinct, so taking into account the characteristics of emerging industries, such as technical, intellectual, strategic and political, this paper is based on an extended knowledge production function, using R&D inputs and institutional factors as endogenous variables, government support policies as exogenous variables, and considers the variable lag effect, and the select panel fixed effect variable coefficients model to analyze the effects of the influencing factors of technological innovation, in order to provide a reference for the development of strategic emerging industries industry.

2. THEORETICAL MODELS

2.1 Knowledge Production Function

The knowledge production function (KPF) is a common model to study knowledge production and technical innovation. It was proposed by Griliches (1979) [33], and its essence is a Cobb-Douglas production function with two elements and is used to measure the effects of R&D and knowledge overflow on productivity growth. Subsequently, Jaffe (1989) [34] improved the KPF, by considering that new economic knowledge is the important goals of enterprises, and is the result of investment. He extended the range of input factors, regarded R&D investment and human capital as input factors; the basic form of the model is:

\[ Y_i = AK_i^\alpha L_i^\beta \varepsilon, \]  

(1)

In this model, \( Y \) denotes the intensity of R&D activities; \( K \) denotes R&D funds investment; \( L \) denotes for a series of variables of economic and social factors for impacting the output of technological innovation, including human capital and other variables. \( \alpha, \beta \) are elasticity coefficients of the input variables and they are all random error terms; \( i \) is the observation unit.
Researches proved, not only R&D funds investments have a significant effect on technological innovation, but also capital was one of the most important factors affecting technical efficiency [35]. With institutional economics development, the institutional factor was viewed as an endogenous variable that affected economic growth.

Institutional economists as represented by North (1994) attach great importance to the role of the institutional evolution in economic and social development, and that system innovation can significantly improve the flow of technology efficiency, and is associated with advanced technology production activities to normal operation[36]. Steven, Catherine(2003) also pointed out that the national system has a huge influence on innovation processes, innovation capability, and the value of innovation [37]. Thus this paper regards institutional factors as endogenous variables in the model, which are denoted by Z.

Based on the above understanding, this paper used the Griliches-Jaffe knowledge production function, improved by adding market factors to analyze the effect factors of technological innovation of strategic emerging industries. The knowledge production function can be written as:

$$ Y_i = AK_i L_i \beta Z_i \epsilon_i $$

(2)

Taking logarithms on both sides, the form of the model becomes:

$$ \ln Y = \ln A + \alpha \ln K + \beta \ln L + \nu \ln Z + \ln \epsilon_i $$

(3)

Emerging industry technological innovation capability is not only based on internal driving factors, such as human capital and R&D funds investment, the degree of market-oriented and so on, but also depends on external factors, such as industry, environment, policy environment and so on. In 2010, strategic emerging industries have a strong policy-orientation with strong industrial development and technological innovation. Thus government policy variables (S) as the impact of industrial technological innovative exogenous variables, affect the economic mechanism. Exogenous variables in the model, cannot exist in the form of a logarithmic function, and thus are added to the model as a separate independent variable.

In summary, this paper constructed the theoretical model:

$$ \ln Y = \ln A + \alpha \ln K + \beta \ln L + \nu \ln Z + S_i + \ln \epsilon_i $$

(4)

### 2.2 Panel Data Model

A Panel data allows researchers to distinguish the information that cross-section data or time series data alone cannot get. Panel data can overcome the problem of the lack of observations or variables with missing data; the measurement is estimated to bring a greater degree of freedom. Any simply using time series data can only reflect the dynamic changes and cannot examine the specific differences between various industries. Shorter time series, estimated by the least squares method to make the parameters estimated failure. STET cross-section data to examine the difference of the technical features between industries cannot be used to analyze the dynamic changes of the technological level of industries. Therefore, this paper uses a panel data model for analysis in various industries.

There are three types’ panel data models: pooled model, random effects model and fixed effects model. [38]

**Type 1: Pooled Model**

If any individual and cross-section do not exhibit significant differences, that is, $\alpha, \beta$ are the same, then the pooled model is applicable, which was expressed as:

$$ y_{it} = \alpha + X_{it}' \beta + u_{it} $$

(5)

In the formula, $y_{it}$ is the dependent variable; $X_{it}$ is $k \times 1$ order column vector of dependent variables; $\alpha$ is intercept; $\beta$ is $k \times 1$ order column vector of regression coefficients; $u_{it}$ is random error(scalar); $i=1,2,\ldots,N$ denotes the number of cross-sections; $t=1,2,\ldots,T$. $T$ denotes the length of time.

**Type 2: Fixed Effects Model**

Fixed effects model includes an entity fixed effects model, a time fixed effects model, and a time and entity fixed effects model.

An entity fixed effects model, that is, for different individuals of different intercept model, but for a different cross-section, the intercept of the model have not change significantly. The formula is:

$$ y_{it} = \alpha_i + X_{it}' \beta + u_{it} $$

(6)

In the formula, $\alpha_i$ is a random variable which indicates that there are $i$ different intercepts for $i$ individuals, and it change relevant with $X_{it}$; $\beta$ is $k \times 1$ order column vector of regression
coefficients, that is, regression coefficients are same for different individuals. The remaining symbols are the same meaning as in the above formula.

A time fixed effects model, that is, for different cross-sections of different intercept model. The formula is:

\[ y_t = \alpha + X_t'\beta + u_t \] (7)

In the formula, \( \alpha \) is the intercept, and it is a random variable, which denotes that there are \( T \) different intercepts for \( T \) different cross-sections, and it changes relevant with \( X_t \).

A time and entity fixed effects model, it is a model that, for different cross-sections (point in time) and different time series (individuals) has different intercepts. The form of the model is:

\[ y_t = \alpha_t + \gamma + X_t'\beta + u_t \] (8)

Symbols in the model are the same meaning in the above formula.

Type 3: Random Effects Model

\[ y_t = \alpha + \gamma + X_t'\beta + u_t \] (9)

In the formula, \( \alpha_t \) is a random variable, whose distribution has no relevance to \( X_t \); \( u_t \) is random error (scalar); \( \alpha - iid(0,\sigma^2) \); \( u_t - iid(0,\sigma^2) \) are assumed to be independent and identically distributed, but not limited to what distribution.

Similarly, the random effects model also includes the time random effects and the individual time double random effects model.

3. VARIABLES SELECTION AND DATA SOURCES

3.1 Variables Selection

Selection of dependent variable (Y). Because the quality and quantity of technical innovation cannot be measured, it’s measured commonly by alternative indicators. Internationally, the number of patent license (or the number of patent applications), total factor productivity of technological innovation, and new product sales revenue are used to measure the output of technological innovation. The measurement of total factor productivity often includes human capital and R&D capitals, which are used to analyze the influence factors, multicollinearity may appear, therefore, such research in measuring the efficiency of technological innovation often is based on the TOBIT model. The number of patents was widely used internationally as a technological innovation indicator, however, in recent years, some scholars to prove [14, 15], that the number of patents is the typical count variable, thus it is suitable for the binomial model, and does not apply to the linear model. New product sales revenue, represents the final result of the interaction of almost all technological innovation elements or relevant elements, so the new product sales revenue as an alternative indicator for measuring technological innovation, not only reflects the level of commercialization of innovations, but also includes the content of innovation processes.

Selection of independent variables. Based on the above theoretical model, R&D funds investment (RDK), human capital of R&D staff (RDL), institutional factors (Z) and government policy (S) were selected as independent variables. This paper used R&D expenditure instead of R&D investment, R&D personnel full-time equivalent instead of investment in human capital, and government funding for science and technology activities in the proportion of government funding instead of government support policies. As the institution variables are difficult to quantify, the market system could be choose, whose quantification can refer to DU Ting, Pang East (2006) [39]; the level of development of the market can be defined as the degree of market-oriented, non-nationalization level and trade openness. The degree of market is represented by the investment market index, that is, the non-state-owned, non-collective investment proportion of the total fixed asset investment; the denationalization level is denoted by added value accounted for by non-state-owned economy gross domestic product; trade openness is expressed as a ratio of total imports and exports to GDP. Due to the data indicators’ consistency and data availability, this paper only uses denationalization level instead of the market system.

3.2 Data Sources

As the strategic emerging industries were formally proposed to break through the original industry classification standard in 2010, their specific areas also do not have a clearly defined authority, and in the existing statistical system, there is no clear statistical information. In order to facilitate research, data selected reference the range defined for strategic emerging industries [40], strategic emerging industries category [41], and
reference national industry classification 4-digit codes. This paper selects strategic emerging industries quasi pillar industries of bio-industry (chemicals manufacturing HX, Chinese medicine manufacture ZY, biological and biochemical products manufacturing SH), a new generation of information technology industry (communications equipment manufacturers TX, electronic device manufacturing DQ, electronic component manufacturers DY, computer machine manufacturing ZJ, computer external equipment manufacturing WS), and high-end equipment manufacturing industry (aircraft manufacturing and repair FJ, spacecraft manufacturing HT), which include 10 industries for empirical analysis.

Variables are selected using the "China Statistics Yearbook on high technology industry" from 1996 to 2011 and “China Statistics Yearbook” in 2011. In order to eliminate the impact of the price factor, this paper selected industrial product price index to deflate new product sales revenue to 1978 as the base period level. According to R&D price index [42] to deflate R&D expenditures and technological activity expenditures, the specific methods are as follows:

\[ R \& D \text{ price index} = 0.75 \times PPI_{\text{index}} + 0.25 \times CPI_{\text{index}} \] (10)

4. MODELS ECONOMETRIC TEST

4.1 Stationarity Test Of Data

In order to avoid the model appearing spurious or with false regression, a stationarity test of the data is necessary. The standard method to test series stationarity is the unit root test. The unit root test is usually executed through three models:

\[ D_{yt} = \mu + at + \rho_{yt-1} + u_t \] (11)
\[ D_{yt} = \mu + \rho_{yt-1} + u_t \] (12)
\[ D_{yt} = \rho_{yt-1} + u_t \] (13)

The test should start from model (11). When the test formula excludes the trend item, then tests the model (12); when confirming the test formula excluding intercept, then test the model (13).

If three model test results can not reject the null hypothesis, it can be believed that the time series data are not stationary, as long as one model test results reject the null hypothesis, it can be believed that the time series data are stationary. The panel data unit root test is divided into common unit root process and individual unit root process. This paper uses the LLC (Levin, Lin & Chu t*) test (assumes common unit root process) and the Fisher-ADF test (assumes individual unit root process).

Unit root test results of each series are as follows:

<table>
<thead>
<tr>
<th>Method</th>
<th>Statistic (P-value)</th>
<th>Y</th>
<th>RDL</th>
<th>RDK</th>
<th>Z</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLC t*</td>
<td>Statistic</td>
<td>10.9232</td>
<td>4.81203</td>
<td>3.91893</td>
<td>-1.76116</td>
<td>-6.70185</td>
</tr>
<tr>
<td>(Prob.**)</td>
<td></td>
<td>(1.0000)</td>
<td>(1.0000)</td>
<td>(1.0000)</td>
<td>(0.0391)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>ADF-Fisher Chi-square</td>
<td>Statistic</td>
<td>7.94872</td>
<td>3.45700</td>
<td>11.1119</td>
<td>18.8883</td>
<td>60.3460</td>
</tr>
<tr>
<td>(Prob.**)</td>
<td></td>
<td>(0.9997)</td>
<td>(1.0000)</td>
<td>(0.9952)</td>
<td>(0.8411)</td>
<td>(0.0002)</td>
</tr>
</tbody>
</table>

** Probabilities for Fisher tests are computed using an asymptotic Chi.

<table>
<thead>
<tr>
<th>Method</th>
<th>Statistic (P-value)</th>
<th>Y</th>
<th>RDL</th>
<th>RDK</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLC t*</td>
<td>Statistic</td>
<td>-2.09169</td>
<td>-3.27828</td>
<td>-4.76013</td>
<td>-12.7488</td>
</tr>
<tr>
<td>(Prob.**)</td>
<td></td>
<td>(0.0182)</td>
<td>(0.0005)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>ADF-Fisher Chi-square</td>
<td>Statistic</td>
<td>51.7987</td>
<td>72.8487</td>
<td>103.451</td>
<td>131.668</td>
</tr>
<tr>
<td>(Prob.**)</td>
<td></td>
<td>(0.0019)</td>
<td>(0.0000)</td>
<td>(0.9952)</td>
<td>(0.0000)</td>
</tr>
</tbody>
</table>

It can be seen from table I, except variable S, that each original series is non-stationary. So the series after the first-order differential should be tested.

It can be seen from table II, the P-value are all smaller than the significant level 0.05, it indicates that the four series become stationary after the first-order differential and all series are integer variables with order one that is denoted by I(1).

It can be seen through the stationarity test, that variables with I(1) could be make smooth through taking logarithms. Original series S is stationary, so it can be directly incorporated into the model as an independent variable, which also supports the previous theoretical assumption that S is an exogenous variable.
4.2 Cointegration Test

Cointegration test means that there is a long term equilibrium relationship between some variables. The test premise is that the series have the same order integration. Two or more non-stationary series make cointegration test with different single integration order could make low-level single integration order be included in the cointegration test, when the number of independent variables is more than one, and the single integration order of any dependent variable not higher than that of any independent variable; that is, there are some low-level single integration series that have little effect on the results of cointegration, therefore, it is not important to include the variables. In this paper, government policy variables are stationary I (0), while the dependent variable is I(1), thus it can be included in the model for cointegration test.

**TABLE III: Cointegration Test Results**

<table>
<thead>
<tr>
<th>Test method</th>
<th>Test hypothesis</th>
<th>statistic (P-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kao test</td>
<td>$H_0: \rho = 1$</td>
<td>-6.606222 (0.0000)*</td>
</tr>
<tr>
<td>H$_{c}$: No cointegration ($\rho = 1$)</td>
<td>Panel PP: -2.955753 (0.0016)* -3.28730 (0.0005)*</td>
<td></td>
</tr>
<tr>
<td>Pedroni test</td>
<td>Panel ADF: -3.038841 (0.0012)* -3.44657 (0.0003)*</td>
<td></td>
</tr>
<tr>
<td>H$_{c}$: No cointegration ($\rho = 1$)</td>
<td>Group PP: -4.865665 (0.0000)*</td>
<td></td>
</tr>
<tr>
<td>H$_{c}$: Individual AR coeffs. (between-dimension)</td>
<td>Group ADF: -4.723375 (0.0000)*</td>
<td></td>
</tr>
</tbody>
</table>

It can be seen from table III, that the statistic of the Kao & Pedroni test is significant, that is, the null hypothesis can be rejected and series are cointegration. Through test, lnY, lnRDL, lnRDK(-1), lnZ and S cointegration exist, and RDK selected lag 1 period (determined by SIC criterion).

4.3 Model Specification

An appropriate model specification is the premise of the regression analysis. Which panel model can be used, is determined by the F-test (choose pooled model or fixed effects model), LM test (choose pooled model or random effects model) and the Hausman test (choose random effects model or fixed effects model).

Compared with the pooled model, whether it is necessary to establish an entity fixed effects model can be accomplished by the F-test.

Null hypothesis $H_0$: Different individuals model have the same intercept (true model is pooled model).

Alternative hypothesis $H_1$: Different individuals model don’t have the same intercept (true model is entity fixed effects model).

F test statistic is defined as:

$$F = \frac{(SSE_r - SSE_u)/(N-1)}{SSE_u/(NT - N - k)} \sim F(N-1, NT - N - k)$$

(14)

In the formula, SSEr, SSEu denote the residual sum of squares of the constrained model (pooled model) and the unconstrained model (entity fixed effects model) respectively.

**TABLE IV: F-test Result For Cross-Section Fixed Effects**

<table>
<thead>
<tr>
<th>Effects Test</th>
<th>Statistic</th>
<th>d.f.</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-section F</td>
<td>25.692232</td>
<td>(12,178)</td>
<td>0.0000</td>
</tr>
<tr>
<td>Cross-section Chi-square</td>
<td>195.985941</td>
<td>12</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

It can be seen from table IV, $F=25.6922, p=0.0000<0.05$, the results of the F test show that the entity fixed effects model is better than the pooled model.

Choice of the random Effects Model or Entity Fixed Effects Model can be accomplished by the Hausman test. The hypothesis is:

$H_0$: Individual effect isn’t related to regression variables (entity random effects model)

$H_1$: Individual effect is related to regression variables (entity fixed effects model)

**Table V: Correlated Random Effects-Hausman Test**

<table>
<thead>
<tr>
<th>Test Summary</th>
<th>Chi-Sq. Statistic</th>
<th>d.f</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-section random</td>
<td>33.68656</td>
<td>4</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

It can be seen from table V, $H=33.68656, P$-value<0.05, which indicates that the entity fixed effects model should be chosen.

4.4 Specific Form Of Fixed Effects Model

Fixed effects models include two forms: variable coefficient models and variable intercept models, which form to be selected usually is determined by the F test.

Form 1: variable coefficient model

$$y_t = \alpha_t + x_t \beta_t + u_t$$
Form 2: variable intercept model
\[ y_i = m + x_i \beta + \alpha_i + u_i \]
Form 3: Constant parameter model
\[ y_i = \alpha + x_i \beta + u_i \]

The hypothesis of F test:
\[ H_0: \beta_1 = \beta_2 = \cdots = \beta_k \]
\[ H_1: \alpha_i = \alpha_2 = \cdots = \alpha_s, \quad \beta_1 = \beta_2 = \cdots = \beta_s \]

Criterion rule: If don’t reject \( H_2 \), that means constant parameter model should be selected, then the test is finished. If reject \( H_2 \), test \( H_1 \). If don’t reject \( H_1 \), that means variable intercept model should be selected; If reject \( H_1 \), that means variable coefficient model should be selected.

Test statistic \( F \):
\[
F = \left( \frac{(S_1-S_2)\mathbb{I}((N-1)(k+1))}{S_2/\mathbb{I}((N-T-N)(k+1))} \right) \sim F((N-1)(k+1),N(T-k-1)) \quad (15) \\
F = \left( \frac{(S_1-S_2)\mathbb{I}((N-1)(k))}{S_2/\mathbb{I}((N-T-N)(k+1))} \right) \sim F((N-1)(k),N(T-k-1)) \quad (16)
\]

In this formula, \( S_1 \) is the residual sum of squares of the variable coefficient model; \( S_2 \) is the residual sum of the squares of variable intercept model; \( S_1 \) is the residual sum of the squares of constant parameter model.

Using Eviews7.0 software, it can be calculated that \( S_1=15.48395 \), \( S_2=32.79251 \), \( S_3=89.59113 \), and it has been known that \( T=15, N=10, K=4, d_f=T-k-1=10 \), then use command @qfdist(d,k2) by Eviews and get F critical value under the significant level 5% (\( d=0.95 \)):
\[ F_{0.05}(45,100) = 1.494394 \quad F_{0.05}(36,100) = 1.535138 \]

Then using formulae (15) and (16), \( F_2 = 8.397548 > F_{0.05} \), so reject \( H_2 \); \( F_3 = 3.907294 < F_{0.05} \), so reject \( H_1 \), then it can be determined that the variable coefficient model should be used.

5. EMPIRICAL ANALYSIS RESULTS

Based on the entity fixed effects variable coefficient model, in order to eliminate the cross-section heteroscedasticity and series autocorrelation, this paper uses Seemingly Unrelated Regression to estimate the equation. Using Eviews7.0 software, results are shown in table VI.

It can be seen from table VI, \( R^2=0.97061 \), \( F=478.6857 \), which P-value is smaller than 0.05, which means that the whole model fitting effect is better. DW=2.067966, which is close to 2, means that there is no one order autocorrelation.

From the various inputs, R&D input (including funding and personnel) has played a positive role for all industrial technological innovation. Though R&D staff of aircraft manufacturing did not pass the test of significance for technological innovation, but it still can be seen that its role in promoting technological innovation is positive. R&D funds lag a level and have a positive impact on technological innovation, which showed that R&D funding affects technological innovation at least after one year, and would not immediately create new product output. Complementary roles exist between government support and market-oriented degree of the various sectors. In almost all industries, government support for technological innovation has no significant impact. The industry affected from the degree of market orientation is not significant, but may be influenced significantly by government policies.

View from the high-end equipment manufacturing industry: R&D investment in manpower and government support of aircraft manufacturing and repair industry does not significantly affect technological innovation. R&D personnel did not pass the significance test, but by its impact coefficient can be seen, the R&D personnel play a positive role in promoting technological innovation. The test results are not significant, may be the aircraft industry is not lacking R&D personnel, but lacks better designers and professional R&D staff for engine manufacturing. Although the aircraft industry was included in the national strategic high-tech industry positioning and strategic position of the national economy, aircraft manufacturing processes are very backward equipment, engine manufacturing and process design is the weakness development of China's aircraft industry and bottlenecks resulting. Although the number of R&D personnel continued to increase, the effect of technological innovation is not obvious. At the same time, the government’s research input to the aircraft industry was unstable, except in 1997, 1998, 1999, 2007, 2008 inputs, the rest of the years are less than 50% of the input rate, so that the impact of technological innovation is not significant. The reason may be due to their input for infrastructure construction such as fixed assets, crowding bound to the innovation of new products, thus making the government negatively related to technological innovation. Electromechanical systems and avionics systems of Civil machine production of Airborne Systems was weak in the aircraft industry, and the production of airframe were mainly outsourced processing over the years, which lack innovative products and technologies, but still need systems
integration or advanced foreign enterprises to cooperate. Thus, the opening up of the market has a significant role in promoting cooperation for innovation, which can be seen from the contribution coefficient (0.257302) to technological innovation from the market variables Z. Besides, one period lag of R&D funding for investment in technological innovation has a significantly positive role and the highest contribution in all industries, which is 1.374827—which shows that if the aircraft manufacturing industry wants to promote technological innovation, it needs to continue to improve the level of R&D investment.

Aerospace manufacturing is a pioneer in the manufacturing of high-end equipment, its technological level and production capacity can reflect the strength of the country's manufacturing sector better. With China's rapid economic development, the aerospace industry has been growing steadily. As can be seen from Table 6, R&D staff gave the highest contribution rate to the spacecraft manufacturing technological innovation in all industries, which is 2.586808; the contribution of R&D funds input and government support for aerospace manufacturing are also higher, respectively 0.549569 and 1.467886, which played a positive role. The degree of market influence has no significant effect, because t test did not pass the aerospace industry, which indicates that the aerospace industry should make state holding strategy highly developed.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>t-Statistic</th>
<th>Prob.</th>
<th>Fixed Effects (Cross)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>1.581458</td>
<td>3.275032</td>
<td>0.0015**</td>
<td></td>
</tr>
<tr>
<td>HX--LOG(RDL)</td>
<td>0.428249</td>
<td>2.905684</td>
<td>0.0046**</td>
<td>HX--C 0.689035</td>
</tr>
<tr>
<td>ZY--LOG(RDL)</td>
<td>0.360252</td>
<td>2.454943</td>
<td>0.0160**</td>
<td>ZY--C 2.330717</td>
</tr>
<tr>
<td>SH--LOG(RDL)</td>
<td>0.822984</td>
<td>3.967242</td>
<td>0.0001**</td>
<td>SH--C 1.364015</td>
</tr>
<tr>
<td>FJ--LOG(RDL)</td>
<td>0.058910</td>
<td>0.209252</td>
<td>0.8347</td>
<td>FJ--C -4.441530</td>
</tr>
<tr>
<td>HT--LOG(RDL)</td>
<td>2.586808</td>
<td>10.64458</td>
<td>0.0000**</td>
<td>HT--C -17.73913</td>
</tr>
<tr>
<td>TX--LOG(RDL)</td>
<td>0.572001</td>
<td>3.568310</td>
<td>0.0006**</td>
<td>TX--C 2.953726</td>
</tr>
<tr>
<td>DQ--LOG(RDL)</td>
<td>0.834334</td>
<td>4.550024</td>
<td>0.0000**</td>
<td>DQ--C 2.135372</td>
</tr>
<tr>
<td>DY--LOG(RDL)</td>
<td>0.532088</td>
<td>4.109891</td>
<td>0.0001**</td>
<td>DY--C 1.165711</td>
</tr>
<tr>
<td>ZJ--LOG(RDL)</td>
<td>0.521049</td>
<td>3.338565</td>
<td>0.0012**</td>
<td>ZJ--C 5.630279</td>
</tr>
<tr>
<td>WS--LOG(RDL)</td>
<td>0.549825</td>
<td>4.498368</td>
<td>0.0000**</td>
<td>WS--C 5.711803</td>
</tr>
<tr>
<td>HX--LOG(RDK (-1))</td>
<td>0.692499</td>
<td>5.746764</td>
<td>0.0000**</td>
<td></td>
</tr>
<tr>
<td>ZY--LOG(RDK (-1))</td>
<td>0.556606</td>
<td>7.898800</td>
<td>0.0000**</td>
<td></td>
</tr>
<tr>
<td>SH--LOG(RDK (-1))</td>
<td>0.281388</td>
<td>1.969456</td>
<td>0.0520*</td>
<td></td>
</tr>
<tr>
<td>FJ--LOG(RDK (-1))</td>
<td>1.374827</td>
<td>12.09534</td>
<td>0.0000**</td>
<td></td>
</tr>
<tr>
<td>HT--LOG(RDK (-1))</td>
<td>0.549569</td>
<td>4.846880</td>
<td>0.0000**</td>
<td></td>
</tr>
<tr>
<td>TX--LOG(RDK (-1))</td>
<td>0.428880</td>
<td>4.606942</td>
<td>0.0000**</td>
<td></td>
</tr>
<tr>
<td>DQ--LOG(RDK (-1))</td>
<td>0.248640</td>
<td>2.119353</td>
<td>0.0368**</td>
<td></td>
</tr>
<tr>
<td>DY--LOG(RDK (-1))</td>
<td>0.534091</td>
<td>6.909503</td>
<td>0.0000**</td>
<td></td>
</tr>
<tr>
<td>ZJ--LOG(RDK (-1))</td>
<td>0.291983</td>
<td>1.864938</td>
<td>0.0654*</td>
<td></td>
</tr>
<tr>
<td>WS--LOG(RDK (-1))</td>
<td>0.229373</td>
<td>2.484449</td>
<td>0.0148**</td>
<td></td>
</tr>
<tr>
<td>HX--LOG(Z)</td>
<td>0.098583</td>
<td>1.679318</td>
<td>0.0906*</td>
<td></td>
</tr>
<tr>
<td>ZY--LOG(Z)</td>
<td>0.541116</td>
<td>1.726558</td>
<td>0.0880*</td>
<td></td>
</tr>
<tr>
<td>SH--LOG(Z)</td>
<td>1.428604</td>
<td>2.066176</td>
<td>0.0417**</td>
<td></td>
</tr>
<tr>
<td>FJ--LOG(Z)</td>
<td>0.257302</td>
<td>3.190734</td>
<td>0.0020**</td>
<td></td>
</tr>
<tr>
<td>HT--LOG(Z)</td>
<td>-0.057221</td>
<td>-0.936342</td>
<td>0.3516</td>
<td></td>
</tr>
<tr>
<td>TX--LOG(Z)</td>
<td>0.340895</td>
<td>1.315981</td>
<td>0.1915</td>
<td></td>
</tr>
<tr>
<td>DQ--LOG(Z)</td>
<td>-0.439345</td>
<td>-1.041913</td>
<td>0.3002</td>
<td></td>
</tr>
<tr>
<td>DY--LOG(Z)</td>
<td>-1.431649</td>
<td>-1.570247</td>
<td>0.1199</td>
<td></td>
</tr>
<tr>
<td>ZJ--LOG(Z)</td>
<td>1.553435</td>
<td>2.893736</td>
<td>0.0048**</td>
<td></td>
</tr>
<tr>
<td>WS--LOG(Z)</td>
<td>-1.843924</td>
<td>-1.060338</td>
<td>0.2918</td>
<td></td>
</tr>
<tr>
<td>HX--S</td>
<td>-4.292958</td>
<td>-1.636812</td>
<td>0.1052</td>
<td></td>
</tr>
<tr>
<td>ZY--S</td>
<td>0.347504</td>
<td>0.148734</td>
<td>0.8821</td>
<td></td>
</tr>
<tr>
<td>SH--S</td>
<td>-0.339809</td>
<td>-0.184807</td>
<td>0.8538</td>
<td></td>
</tr>
<tr>
<td>FJ--S</td>
<td>-0.384911</td>
<td>-0.596473</td>
<td>0.5524</td>
<td></td>
</tr>
</tbody>
</table>
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Biological manufacturing industry: R & D funds and staff input of chemicals, Chinese medicine manufacturing, biological and biochemical products manufacturing gave positive role in promoting technological innovation. Human input of biological and biochemical products industry has the highest contribution rate of technological innovation, and the contribution rate is 0.822984; while its R&D expenditure in the three industries is the smallest contribution to technological innovation(0.281388), which showed that the contribution of R&D personnel were greater than R&D expenditure. Chinese medicines Manufacture are gradually developing in the international and shared markets. The R&D personnel, funding, market-oriented system all played positive roles in promoting technological innovation; though government support had no significant effect on technical innovation, from the sign of the coefficient if can be seen to have positive effects. The impact of government support of three industries for technical innovation was not significant, but the market system has a significant positive effect, especially in the biological and biochemical products industry; the contribution rate was 1.428604, at higher levels than all other industries. That showed Open market contributes to the bio-industry technological innovation, and market demand orientation, is the main direction of the national strategic emerging industry development of the bio-industry.

Information technology industry: R&D funding and human capital investments generate a positive promotion effect on technological innovation of all industries and the contribution rates of the various industries are not very different. Government support has significantly affected on all industries, however, it only had a positive effect on the electronic components manufacturing industry, while it had negative effects on the other four industries. The market system only affects technological innovation on computer machine manufacturing significantly. This is due to poor international competitiveness of China's IT industry, the five industries analyzed in this paper are the basis of the information technology industry, its ability to innovate is weak, and therefore completely open to market and government policy support, it is difficult to solve the innovation of new products problems. Enhancement of the competitiveness of the new generation of IT industry should not be limited to the increase in R & D investment and policy to support the basic industries, but also the development of a positive development of the Internet of things, cloud computing, three networks combined with emerging technology industries and so on, to improve the level of innovation.

6. CONCLUSIONS

R&D investment (including funding and human capital) plays a positive role in all industrial technological innovation. R&D human capital input gives the most obvious contribution to spacecraft manufacturing, more obvious to electronic components manufacturing, biological and biochemical products industry; R&D funds input often have a lag effect, it has the highest contribution rate in the technological innovation of aircraft manufacturing and repair industry in high-end equipment manufacturing, where the positive effect is most obvious, followed by chemicals manufacturing, the Chinese patent medicine manufacturing and aerospace equipment manufacturing.

Comparing the three strategic emerging industries, it can be seen that R&D investments
have obvious effects on technological innovation of bio-industry and high-end equipment manufacturing industry, and weaker effect on information technological industry. Improving the level of the market-oriented helps to promote the technological innovation of the bio-industry and high-end equipment manufacturing industry. While the degree of market openness of the IT industry has reached a certain level, and the development of the equipment manufacturing industry. While the innovation of the bio-industry and high-end equipment manufacturing industry. Improving the level of the bio-industry and high-end equipment manufacturing industry. The IT industry’s ability to innovate is weak, and international competitiveness is poor, therefore result the promote role of government policy is not obvious. Lacking of some data of strategic emerging industries, such as internet of Things, cloud computing, three networks joint industry, make incomprehensive analysis of the information technology industry, which need to further study.
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