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ABSTRACT

One of the important optimization problems regagdimwer system issues is to determine and provide a
economic condition for generation units based andbneration and transmission constraints, which is
called Economic Dispatch (ED). The nonlinearitytlodé present problems makes conventional mathematic
methods unable to propose a fast and robust sojutispecially when the power system contains high
number of generation units. In the present paperwlutionary modified Particle Swarm Optimization
(PSO) is used to find fast and efficient solutidmsdifferent power systems with different genesatunit
numbers. The proposed algorithm is capable of sglthe constraint ED problem, determining the exact
output power of all the generation units. In suchvay, proposed algorithm minimizes the total cost
function of the generation units. To model the fuedts of generation units, a piecewise quadratictfon

is used and B coefficient method is used to repitetbee transmission losses. The acceleration aiefifis

are adjusted intelligently and a novel algorithnpisposed for allocating the initial power valuesthe
generation units. The feasibility of the propose®iOPbased algorithm is demonstrated for four power
system test cases consisting of 3, 6, 15, and #@rgton units. The obtained results are compaved t
existing results based on previous PSO implemeraimyGenetic Algorithm (GA). The results revealttha
the proposed algorithm is capable of reaching adrigjuality solution including mathematical simjilic

fast convergence, and robustness to cope withdhdinearities of economic load dispatch problem.

Keywords. Economic Load Dispatch, Particle Svarm Optimization, Power system, Transmission |oss,
Generation unit constraints

1. INTRODUCTION with the lowest possible generation costs. The load
demand, transmission power losses and generation

In practical power systems which are capable afost coefficients are the parameters must be taken

feeding a bounded range of electrical load demanihto account for any ED technique [1].

optimizing the operation costs of the generation

units is very important from an economic The modern generation units present non-linear

perspective. Hence, usually Economic Dispatchehaviours with multiple local optima in their

(ED) techniques are used to determine a conditidnput-output  characteristics.  Therefore, the
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economic dispatch problem formulation shall benethod for solving the ED problem of a large-scale
discontinues, multi model and extremely nonpower system while cost factors of generators,
linear. ramp rate limits, transmission loss and valve point
zone were taken into account [10]. Later on, Gaing
During the past decade, many efforts have beefl8] presented a PSO method for solving the ED
focused toward solving the ED problem,problem by considering many nonlinear
incorporating different kinds of constraints thrbug characteristics of generators. Several case studies
the various mathematical programming andvere tested in [18] and some comparisons were
optimization techniques. The conventional methodgerformed. In 2008, Kuo [19] proposed a novel
include lambda iteration method, base point andoding scheme for solving ED by considering the
participation factor method, gradient method, etqractical constraints of generation units in a powe
However, these classical dispatch algorithmsystem. In [19] the same case studies were
require the incremental cost curves to beonsidered and the results were compared with
monotonically increasing or piece-wise linear and[10] and [18].
are highly sensitive in choosing the starting point
and frequently converge to local optimum solution In this paper, a new coding algorithm for solving
or diverge altogether [2, 3, 4, 5]. Newton base®&D problem is proposed which satisfies all the
algorithms have a problem in handling a largapplied generation constraints. The obtained result
number of inequality constraints. Linearand comparisons show that the proposed algorithm
programming methods are fast and reliable, but the capable of improving the quality of solution in
main disadvantage is associated with the piecewismth small and large problem search spaces.
linear cost approximation. Non linear programming

methods have a problem of convergence a
algorithm complexity. nfl PROBLEM DESCRIPTION

The PSO algorithm studies the social behaviourThe Ecc_)nom|c Dlspatch (E.D) IS a nonlinear
of birds within a flock. The initial intent of paste 0 9aMmMINg p]["b'ﬁm ‘L’J"h!Ch & considered 2 a
swarm concept was to graphically simulate th&" k—)||or0 egé (i the .?.'t ommltmtent ('th)
graceful and unpredictable choreography of a birr(: em [d I]. cT a ﬁpgcl' Ic ngelr system W]'c a
flock by graphically simulating their graceful andc ermined foad schedule, planning pertorms

unpredictable choreography. The intention is t(t)he optimal power generation dispatch among the

di : - existing generation units. The solution of ED
iscover what governs their ability to fly : .
synchronously, and suddenly change direction witHrObleT mus_'f[ saﬂ_slfy it thet_ gonstr;mts of ;c.he
regrouping in an optimal formation. From thisgene&a |onhun| S: \:cv e 1 ?%lmmes € generation
initial objective, the concept evolved into a simpl ased on the cost factor of the generation units.

and efficient optimization algorithm. A swarm Equation (1) represents the total fuel cost for a

consists of a set of particles called individualsP2WVe' system which is the equal summation of all

where each of these particles is a potential soiuti generation units fuel costs, in a power system.
and their performance are evaluated by a fithess

function (objective function), in optimization Cost =§F_(p_) )
problems [6, 7, 8]. This algorithm is able to dbta o v

local optimum points for multi variable
optimization problems in the multi dimension Where ng is the number of generation units and Pj
search space. is the output power of jth generation unit. Thatco
function in (1) can be approximated to a quadratic
Several  Evolutionary ~ Programming  (EP)function of the power generation, therefore, the

technique and evolutionary computation techniquebtal cost function will be changed to (2).
such as Genetic Algorithm (GA) [9, 10, 11],

Artificial Neural Network (ANN) [12, 13], Fuzzy

ng
Logic (FL) [14], Tabu Search (TS) [15], Particle Cost=>"c,P? +b,P, +a, )
Swarm Optimization (PSO) [16, 17, 18, 19], =

Differential Evolution (DE) [20], and other meta-

heuristic and swarm intelligence based methodsWhere _
[21, 22, 23, 24, 25], have been proposed to solve Pl  generated  power by jth
ED problem. Chen and Chang presented a G@€neration unit;
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b, c. - . minimum constraints on the generating power, so
a},b},c} Fuel cost coefficients of unit j. g gp

there is always a range of operating work for the

Two set of constraints are considered in tha}eneratlng units. Generating less power than

present study, including equality constraints an
inequality constraints.

inimum may cause the rotor to over speed
hereas at maximum power, it may cause
instability issues for synchronous generators .[27]
So (5) has to be considered in all steps of solving

2.1. Equality constraints the ED problem.

Normally, in a power system the amount of min max
generated power has to be enough to feed the load P™ <P <P (5)
demand plus transmission lines loss (3). Since the
transmission lines are located between thepgrj=1 2 ... ng.
generating units and loads, Ploss can OCCUn 1 ere B and B are the constraints of
anywhere before the power reaches load (Pd). An ; ; . .
shortage in the generated power will cause Shortagvgneratlon for jth generating unit.
in feeding the load demand which may cause many
problems for the system and loads. 3. OVERVIEW OF PARTICLE SWARM
OPTIMIZATION

ng
ZP, =P, +R (3) The PSO, first introduced by Kennedy and
=1 Eberhart is one of modern heuristic algorithms. [8]
Developed through simulation of a simplified social
Where Pd is the load demand and Ploss is thleystem, it has been found to be robust in solving
transmission lines loss, while ng and Pj have theontinuous nonlinear optimization problems. Since
same definition as (2). it is considered as a heuristic and stochastic
Here, The loss coefficient method which isalgorithm, it does not need any mathematical
developed by Kron and Kirchmayer, is used tanformation of the fitness function such as gratlien
include the effect of transmission losses [4] [B] derived or any statistic error function.
matrix which is known as the transmission loss
coefficients matrix is a square matrix with a The PSO uses a vectorized search space where
dimension of ngxng while ng is the number ofeach particle in search space proposes a solwdion t
generation units in the system. Applying B-matrixhe problem. It is a swarm intelligence based
gives a solution with generated powers of differerdilgorithm which uses location and velocity of the
units as the variables. Equation (4) shows thparticles to evaluate them using a fitness function
function of calculating Ploss as the transmissionr so called objective function. For each particle,

loss through B-matrix. the best position visited during its flight in the
problem search space referred to as "personal best
ng ng particle" (Pbest). Personal best position means the
P =2, PB;P, (4) one that yields the best fitness value for that
==t particle. For a minimization task such as in this
case, the position having the smallest function
Where: value is regarded as having the highest fitness.
Ploss total transmission loss in thep|so, the best position among all Pbest positidss,
system; referred to as global best (Gbest). At each itemati
Pi, Pj ~generated power by ith and jththe velocity of each particle is modified using the
generating units respectively; current velocity and its distance from Pbest and
Bij element of the B-matrix between

Gbest which is represented by (B'J‘.+1 as updated
velocity of particle i leads the particle to a new

2.2.  Inequality constraints position called X" (7). X and V are
demonstrations of vectors which iteration result
All generation units have some limitations ingives a new position for the particle. Figure Jais
output power regardless of their type. In existin@im_pIe diagram which shows the movement of a
power systems, thermal units play a very importarfypical particle.
role. Thermal units can pose both maximum and

ith and jth generating units.
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V=W xV +¢ xr, (Gbest' — X*)+ ¢, xr, (Pbestt - X¥) (6) 4.1. Representation Of Swarm:
Swarm is the particles which are moving and giving
Xk =y k sk @) solutio_ns for solving the problem. The particles
) ' o move in the domain of the problem space and each
i=1,2,..., nop (number of particles); of them represents a solution for the problem.

k=1, 2, ..., kmax (maximum iteration number) Figure 2 illustrates a simple three dimensional ED
_ problem. If P1, P2 and P3 are the generation units
Where: o _ in a system, then particle i flies in the probleraza
K iteration numbe.r, to find the best possible solution. Vector i¥ the
' particle number; resultant vector which is obtained from (6).
w inertia weight factor;
cl and c2 acceleration constants;
rl and r2 random values between 0 and 1, b
K . S .
Vi velocity of particle i at iteration )
k; " e X!
X; position of particle i at iteration k. N S S
T e
i Rf’f n P
P O e e
) —— &

. . Figure 2. A Smple Three Dimensional ED Problem
Figure 1. Smple Diagram For Movement Of A Sample Space.

Particle In PSO.

. . . . For a system with more than three generation units,
Inertia weight in PSO plays an important roIeWe cannot demonstrate them in a 2-D paper

because of its control on particle speed. Hence, 3 -ause there is no Cartesian space available.

suitable selection of it is important. Equation 8) However, we can consider systems with more than

tr:edgetpleral Isele(]ft]on t(')f |ne.rt;]a; (;/velght. In fcu;e{'fhree dimensions theoretically to solve problems. |
study the value of Inertia weight decreases from Ly,e  cyrent study, arrays and matrixes are the

t0 0.5 during & run time. problem search space. For example, PJi][j] is a
W W ®) matrix of power generation in _ the pr(_)posed
W =W, ——"2 " xjteration, algorithm while i indicates the particle and j et
HeratiOa number of generation unit. For Figure 2, the
. . dimension of problem will be 150%3, if we consider
In (8), ireration,... is the maximum number of the number of particles to be equal to 150.
iterations whileiterutivry, js thek™ iteration which
is considered as current iteration in this paper. 4.2. Fitness Function
To evaluate the proposed solutions by particles, we
need to define a fitness function. The fitness
function has to be able to determine which solution
S better and more efficient after consideringtladi

4. PROPOSED METHODOLOGY

The current proposed PSO-based algorithm fsolutions obtained by the particles at each itenati

developed to obtain an efficient solution for a . o ;
Economic Dispatch (ED) problem. The optimize$0rmal|y the fltness function is be"?g set to_have
he lowest possible value at an optimum point. In

solution will give the best amount of power
9 P tpe current study, we also need to have the lowest

generation for each generation unit in terms q ssible value for the cost and transmission lost
costs. Some definitions are made in the propos ) . Lo oo
ence the fitness function is proposed as follow:

algorithm as follows.

ng ng

iPJ_Pd_ZZPiBiJPJ ©)

i=1j=1

ng
L:Z;Cj + A%
iz
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where Step 2: calculate the cost function (1) and
L the value of fitness function; transmission loss matri:P,,.. (4) based on loss
G the cost function of generation unit j; coefficients matrix B for each particle that gives

Py the power demand by the loads; solution for the problem. Then an Error function is
A coefficient of error; .. defined as a matrix to calculate the difference
P and P the generated power by and '  petween the estimated power generation and

unit respectively. . .
Based on (9), the fitness function is generated @Ti?lggﬁ-?s;fglrggg[(ij])pa@d andFq,, as ?fcl)(;w'

two parts: summation of costs and error "Nrhen the value of Error for each particle is didde
generation, which is the difference between thg

desired generation and real generation. The desirsggong the number of generators to be shared

I tween themStep 2 is placed in an infinite for
generation is the amount that can feed load dema o while the value of Error is less than a small

(Pd) anq power transmission loss (4), but the re umber ¢ which has been considered equal to
generation is the summation of the generated powgr,

of all generation units. If those two numbers ase n 00000001 in the current algorithm.

the same, the system will not work in an ide . ' :
situation and there will be a lack of feeding IoadesllStep 3: calculate the fitness function (9) based on

In the best case, the absolute part in (9) wil bthe obtained values for generation units fr8rep

. . . Note that for each particle one fitness value
zero, therefore we setto a high value to magnify . . : : .
. exists, hence we have a matrix with dimensions
any error. In this paper, the value Jois equal to

100 and any small error will be mirrored in theequal to the number of particles called L[i] whéere

value of the fitness function indicates the particle.
' Step 4: compare all values of L[i] matrix to find the

: lowest value as the global best solution. This
4.3. Proposed Algorithm Of PSO solution is saved in a matrix called Gbest[j] while

Here, an algorithm based on particle SWarMls dimension is 1xj and j is equal to the numbler o

optimization |s_proposed to give a quick splunon L the generation units. Since the movement parttis no
solve economic dispatch problems. Uniike Othegtarted et, the personal best value of each partic
PSO algorithms, in this method each single particle yeu P

. . ) S set to its current location and saved in a matri
gives a solution to solve the main problem. In eac lled Pbestlili
eneration of movement the best given solution by © estil]. . I
g 5. Movement part: Modify the initial

the particles is collected and that point in the : .

problem space is called the global best. Person\é\?IOCIty of each particle based on (11)
best is the point that any particle by itself has,. .irq_\, . Nrin\E )
experienced so far. Although these particles ha\§é|[|][j]—Vm|n+(((Vmax Vmin) Ranzjl((l)),l))),
the opportunity to search the full area of the
problen_1 space, missing some points in the pr0b|e.|”=]1,2,...,nop(number of particles) and
space is inevitable because the vectors determin

the directi ¢ t of h ticle. H =el,2,...,nod(number of dimensions)
€ direction of movement of €ach particlie. Rency,piq e number of dimensions demonstrates the
getting close to global best point might hold the

. : umber of generation units.
particle around that point. However, the detecte@tep 6 Af(?r loop which determines the number of

global best point is not necessarily the Optimurﬂeration starts from this step. Movement of

solution to the problem. To overcome this, the . .
) articles starts by renewing the velocity of each
acceleration factors of global best and personst b :

8rt|cle based on (12).

which are known as C1 and C2 have been adaptg
in a manner that let the particles search the probl
space easier and with more efficient. The steps of
the proposed algorithm are as shown below:

Step 1. receive the data of generation units’
characteristics, loss coefficients matrix B, anddo
demand from a text file. Initialize the positiorgr f
all _the particles in_ the problem space ra.ndoml}/:l,Z,...,nop(number of particles) and
while the constraints of generation units ar?:1 2.....nod(number of dimensions)
satisfied. X[i][j] holds the positions of particlés e

problem space while i indicates the particle aigl |
the generation unit.

VKW=V i][]+(r1*c1*(Gbest[j]-
X i0D)+(r2*c2*((Pbest[i][i])-(X k[i][i])))(lz)

XAHiIG= X illil+ v il (13)

Where i and j have same definition asStep 5, rl
and r2 are random numbers between 0 and 1, W is
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the inertia weight of velocity which is obtained by
(8), X<il[i] and V][] are specifications of
particle i at iteration k, c1 and c2 are the gldbedt
acceleration factor and personal best acceleratic
factor respectively. Unlike existing PSO method:
which took cl1=c2=2, in current study they have
different values as ¢1=0.2 and c2=2. In fac
acceleration factors are tools to drag a samp
particle to the place of global best point anc
personal best point. By decreasing the cl1 as glok
best acceleration factor, particle has more degfee
freedom in searching the problem space.
Calculating the new location of each particle o
movement at iteration k+1 is the next aim of this
step which is obtained trough (13).

Step 7: check the values of *i][j] matrix to
make sure no generation unit violates its
constraints. If X™[i][j] is not in range the value
will be set to either minimum when X<Pmin or
maximum when X>Pmax.

Step 8: calculate the cost function (1F;,s is

based on B-coefficient matrix (4) and value of
fithess function matrix (9). Compare all values o
L*Y[i] as the fitness matrix at iteration k+1 to find
the global best and then save the solution i
Gbest[j]. The number of particle which generate:
Gbest[j] is saved as a number called OP meal
Optimum Particle. Compare the current fitnes:
value of each particle at iteration k+1 with itduea

Reading data
from text file

Initializing the place of
each particle in search
space randomly

Constraints
satisfy?

Yes

¢<

Calculate the cost
function &
transmission loss

v

Calculate
Error values

No

For all the particles:
P=P;+E/NoG

l

For all the particles:

at iteration k through matrix L[i]. If the fitness I.;Egj)) - :J_::imm
value of any particle has decreased, the bett - o
solution would be replaced with former solution in |
matrix Pbest[i][j] which holds the best solutiorr fo
each single particle.

Figure 3. Flowchart For The Proposed PSO-Based
Algorithm: Initializing Part.

Step 9: if the number of iteration reaches its

maximum, then go t&tep 10. Otherwise, go to 5. NUMERICAL RESULTSAND

Step 6. DISCUSSION

Step 10: here Gbest[j] is the best solution of the

problem while j indicates the number of generation Here, the results of four different case studies

units. Also the particle which made the beshave been brought to verify the feasibility of the

solution has been saved in OP and can be obtaingdoposed PSO algorithm. In these cases, the

Then by referring to the cost function which valuesbtained results are compared to existing PSO

are registered in cost[i][j] matrix, costfOP][j] ls based and GA based results [10, 18, 19, 27]. At

the cost of all generation units which are theach case, under the same function of operation and

optimum generation values. algorithm, we performed 10 trials to make sure that
the solution is not stammered in any local optimum

Figures 3 demonstrates the flowchart for initiagi point.

part of proposed algorithm. Considering the transmission lines power losses
and the transmission capacity constraints, a
reasonable B loss coefficients matrix has been
utilized for each case. The programming was in C
language and executed on an AMD Phenom 1I1x6
core processor, personal computer with 4.00 GB
RAM.
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PSO method seems to be sensitive to the Table2. The Best Obtained Results Of Three-Unit

variation of weights and factors; hence in the System.

present study different values for parameters haveenerator proposed PSO Conventional

been set to find out how different factors andPutput (MW)  algorithm Algebraic

parameters can affect the swarm performance. method [27]

However, the results presented only belong to thl 32.604748 33.4701

best set of parameters which lead the swarm to tf2 64.680578 64.0974

optimum place. P3 54.989919 55.1011

Transmission 2.340470 2.3419

5.1. Case Study 1 Loss

Example 1: Three-Unit System: this case study hagotal output 152.340470 152.3419

been adapted from [27] which is considered as lapad demand 150 150

small system containing three thermal units. Thgotal COST 1596.976316 1599.98
system has the load demand of 150 MW. Table (/h)

shows the cost characteristics of three generators
while matrix B is the loss coefficient matrix fdret

considered system. 159786 g
| | | | | | | | |
Table 1. Cost Coefficients Of Three Units For Example 1. e T
Generation ) . ) ) 19762f ~ —F -
) ci bi ai Pmin Pmax ‘ ‘ ‘ ‘ ‘
unit no. ore B
1 0.0080 7.00 200 10 85 ' o
2 0.0090 6.30 180 10 80 £ 150758 T
3 00070 6.80 140 10 70 8 s L1
5 Bt 5 T Y B
v I I I I I
B 0.000218  0.000093  0.00002 oo T T
- 0.000093  0.000228  0.00001 1597.82 R A
0.000028  0.000017  0.00017 e e R Rt S Rl
| | | | |
1597.48 160 1‘20 14‘10 16‘30 1é0 200
The matrix Pg in this case has 3 columns based on feraton
three units and 150 rows based on the number @figure 4. Convergence Property Of Proposed Algorithm
particles which is constant for all four cases.itAs For Example 1.

has been described the generation of P1, P2, andR&sults of Table 2 show an acceptable
are random and the dimension of the swarm ignprovement in the total cost of the system which
150x3. The number of particles is normallydemonstrates the ability of the proposed algorithm
assumed to be 100, but in the current study, thteven in a small problem search space.

number has been increased to 150 to give the

swarm more opportunity to search the problers.2. Case study 2

space easier. However, for small cases we do nBkample 2: Six-Unit System: this system includes
need many particles to find the optimum but irsix thermal generation units with characteristics
large scales, having a larger number of particlegiven in Table 3 [28]. The system contains 26
makes the swarm more capable to search thmises and 46 transmission lines while the load
problem space faster and more reliable. The bedemand is 1263 MW. Loss coefficients B matrix of
results based on the proposed algorithm arithe system is as follow:

existing results have been listed in Table 2. Fgur

4 illustrates the convergence property of theTable3. Cost coefficients for six-unit system for example

proposed algorithm for example 1. _ 2.
. Generation ci bi ai  Pmin Pmax
unit no.
1 0.0070 7.00 240 100 500
2 0.0095 10.0 200 50. 200
3 0.0090 850 220 80. 300
4 0.0090 11.0 200 50. 150
5 0.0080 105 220 50. 200
6 0.0075 120 190 50. 120
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B= generation units have to support the load demand of

0.001700  0.001200  0.000700 -0.00010  -0.00050  -0.00020 2630 MW plus the transmission loss with a B
0.001200  0.001400  0.000900  0.000100  -0.00060  -0.00010 tri h in the A di

0.000700  0.000900  0.003100  0.000000 -0.00100  -0.00060 matrix as shown in the Appendix.

-0.00010  0.000100 0000000 0.002400  -0.00060  -0.00080 This example has quite a large problem search
-0.00050 -0.00060 -0.00100 -0.00060 0.012900 -0.00020 Space Compared to the previous examp|eS, the P
"0:00020 000010 000060 -0.00080  -0.00020  0.01500 matrix of generation has the dimension of 150x15

h 150 indicates th ber of th hi
In this case P1, P2, P3, P4, P5 and P6 generate‘gyégere maicaes e nurmber ol e searciing

columns of Pg as generation matrix while th
number of particles indicates the row number;

ticles and 15 is the number of the generation
nits.

After applying the proposed algorithm to the
ﬁroblem, the results are shown in Table 6, which
satisfy the constraints of the generation units.
F‘—%gure 6 shows the convergence of values for the
fitness function during iterations till the maximum

proposed algorithm the best solution of solving thi

satisfy the desired generating units’ constraifike
convergence property of the algorithm is illustdate

i iteration.
in Figure 5.
Table 5. Cost Data And Power Constraints Of 15-Unit
Table 4. Best Obtained Results For Six-Unit System. System For Example 3.
Generator proposed PSO GA method ) ci bi ai Pmin  Pmax
output (MW) algorithm Tfe;hig] el 1ol Geniumt - 0.000299 101 671 150 455
P1 440.576558 44671 47481 2 0.000183 102 574 150 455
P2 167.436910 173.01  178.64 3 0.001126 880 374  20. 130
P3 278.235609 265.00 262.21 4 0.001126 880 374  20. 130
P4 150.000000 139.00  134.28 5 0.000205 104 461 150 470
P5 157.606137 16523 15190 6 0000301 10.1 ~ 630 135 460
PG 81004444 86.78 7218 7 0.000364 9.80 548 135 465
e Jpomes i27s o 5 QXU m2 27 @
Total output 1275.079658  1275.7  1276.03 10 0.001203 107 175 25 160
Load demand 1263 1263 1263 1 O. 003586 10'2 186 20' 80
'I;)/Lal COST 15445486621 15447 15459 12 0 005513 990 230 20 80
($/h) 13 0.000371 131 225 25. 8.
14 0.001929 121 309 15.  55.
1ot 15 0.004447 124 323 15 55
1545 T T T
| | |
| I P S T 7 Table 6. Comparative Results For 15-Unit System For
15440 — =~ =~ — e SR e m Example 3.
7 I S R . _ Generator proposed PSO GA method
. Lo L | output (MW)  algorithm method [18], [10]
§ 15448 | | [18, 19]
| A b oo B P1 455.000000 455.00 415.31
L e R A R R N P2 455.000000 380.00 350.72
N I R o o | P3 130.000000 130.00 104.43
! ! P4 130.000000 130.00 74.99
I [t e o o N P5 286.412846 170.00 380.28
Lsasl b I I i P6 460.000000 460.00 426.79
Loass ‘ ; ; P7 465.000000 430.00 341.32
0 50 100 150 200 ) 60.000000 60.00 124.79
] teraton ) P9 25.000000 71.05 133.14
Figure 5. Convergence Prafile Of Fitness Value For P10 37.560387 159.85 89.26
Example 2. P11 20.000000 80.00 60.06
Table 4 shows that the proposed algorithm ha3a2 80.000000 80.00 50.00
more ability to find the optimal points in a searcirl3 25.000000 25.00 38.77
space compared to GA-based method in [18], [1Fﬁl4 15.000000 15.00 41.94
S PS5 15.000000 15.00 22.64
and also the proposed PSO-based method in H F nsmission 28.973234 30,908 38.278
19]- Loss ' ' .
Total output  2658.973234  2660.9 2668.4
5.3. Case Study 3 Load demand 2630 2630.0 2630.0
Example 3: 15-Unit system: this system containital COST  32,560.951142 32,708 33,113
15 thermal generating units and the characteristi

of the units are given in Table 5 [29]. These
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| I I Table 8. Comparative Results For Tai-Power 40-Unit

329 = —l- - - - it e i System For Example 4.

3085 S Generator Output Proposed PSO GA method
Y | | | | | | | (MW) algorithm  method [18], [10]
e IR R S B [18, 19
[ I R R R R R B R Load supplied 8550 8550 8551.32
£ R T Total Cost ($/h) 116,943 121,430 135,070

327 e e i el B B Ml
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Figure 6. Convergence Property Of Fitness Value For H I A
@ e S A

Example 3. g | I I I I I
R O S B R

The results in Table 6 show that the proposed l Lo
e e e B (i S R A

| |

algorithm can find a better fitness value for the
problem compared to the existing methods. The
intense of convergence in Figure 6, also proves tha

the proposed algorithm is able to search the teraton )
problem space move efficiently and faster. Figure7. ConvergenEce Prcipe;WOf 40-Unit System
xample 4.

5.4. Case study 4 Unlik . | q di h
Example 4: 40-Unit system: this system is a large- niike previous examples and case studies, the

scale realistic Tai-power system which contains 4beSUItS obta|_ned in ?Xamp'e 4 Qemonstrate
generation units. The system is a mixture of oillMprovement in the quality of the solution as well

fired, gas-fired, coal-fired, diesel and combined® finding a better optimum point for the problem.

cycle generating units [10]. The considered load

demand for the system is 8550 MW. The 6. CONCLUSION

characteristics of the cost and generation ) ) )
constraints for the generation units can be found i N this paper, a new PSO-based algorithm is

[10] but the B loss coefficient matrix is neglected®’®seénted to solve Economic Dispatch (ED)
because of limitation in space. problem of a power system. The solution process is

tested on four different case studies from 3

The results of applying the proposed algorithm t@eneration unit to 40 generation unit. Although the

this example are shown in Table 7. Similarly, thes@lgorithm is written in C code programming, the
results show improvement in the solution of thdesults are then transferred to MATLAB to make a

problem while satisfying all the constraints. TaBle drawing of convergence property of achieving the

gives a comparative demonstration of the cost valf@Ptimal point. Results and diagrams =~ show

for the proposed approach and previous efforts. THEIProvements in the quality of solution which gives
convergence property is shown in Figure 7. a better result in terms of cost issues. This fact

proves that the proposed algorithm has more ability

Table 7. Output Generation (MW) Of Generation Units 10 Solve both small and large case studies compared
For Tai-Power 40-Unit System For Example 4. to the existing methods while the solution consder

Pt P2 P3 P4 P5 P P7 P8 P9 Pioall the applied constraints of the generation units

80. 120 190 24. 26. 68. 300 300 300 300

00 .00 .00 00 00 00 .00 .00 .00 .00
P11 P12 P13 P14 P15 P16 P17 P18 P19 PZéA\CK NOWLEDGMENTS

94. 94. 125 356 358 355 125 500 500 242 Authors would like to thank Centre for Artificial
0 00 00 .34 73 93 .00 .00 .00 .00 Intelligence & Robotics and Universiti Teknologi

P21 P22 P23 P24 P25 P26 P27 P28 P29 P3(N|a|aysia for their SUppOftS

550 550 550 550 550 550 550 10. 10. 10.
.00 00 00 .00 .00 .00 .00 00 00 00

P31 P32 P33 P34 P35 P36 P37 P38 P39 P40

20. 20. 20. 20. 18. 18. 20. 25. 25. 25.

s
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