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ABSTRACT 
 

Multi-beam antenna is drawing attention due to its power-saving and interference-reducing. A topology 
control algorithm K-DRNG based on multi-beam antenna in heterogeneous wireless Ad Hoc network is 
proposed. The algorithm is mainly composed of three phases. In the stage of information collection, each 
node collects information of neighborhood by adjusting the transmitting power and controlling sector 
conversion. In the stage of topology construction, each node constructs directed relative neighborhood 
graph according to link weighs. In the stage of topology optimization, each node constructs subgragh of 
initial topology and adds or deletes directional links with neighborhood to guarantee bi-directional 
connectivity of topology. The simulation results show the proposed algorithm can reduce the average 
energy consumption of nodes, increase the spatial reuse of radio resource, thus improve integral network 
performance. 

Keywords: Ad Hoc Networks; Topology Control; Multi-Beam Antenna; Heterogeneous; NS2 
 
1. INTRODUCTION 
 

The characteristics of wireless Ad Hoc network 
consist of heterogeneous nodes, limited resource, 
self-organization, dynamic topology, narrow 
transmission bandwidth etc, which make network 
performance closely related to network topology [1, 
-4]. Reasonable network topology can not only 
ensure end-to-end conmmunication, but also 
provide underlying transmission platform for the 
upper layer protocol. Thus, network topology can 
create the conditions for improving network 
performance. Recently, directional antennas is 
drawing attention , it can increase network capacity, 
reduce delay, lower energy cost. Based on these 
benefits, topology control using directional antenna 
gradually becomes a research hotspot , and  more 
and more algorithms based on directional antenna 
are proposed. 

2. RELATED WORKS 
 

So far, most existing topology control algorithms 
assume that nodes use omni-directional antenna, 
such as RNG, GG, YG, DRNG [5, 6] and so on. 

With the development of directional antenna, 
topology control algorithms based on directional 
antenna are gradually increasing. The algorithm 
TCDPI based on multi-beam antenna proposed in 
[7] controls topology by reducing the power 
intensity directionally, resulting in saving power 
and reducing hop counts; The distributed algorithm 
DABTC based on multi-beam antenna proposed in 
[8] controls topology by controlling node 
transmitting power and changing the antenna 
direction. In addition, there are some other methods, 
such as CMPGA[9], SLTC[10], SLTC-E. In this 
paper, a distributed multi-beam antenna-based 
topology control algorithm K-DRNG is proposed; 
the algorithm can reduce the average energy 
consumption of nodes and increase the spatial reuse 
of radio resource. 

3. TOPOLOGY CONTROL ALGORITHM 
 
Information Collection. Due to the uneven 
distribution of nodes, network is divided into 
different regions depending on node density. Each 
region separately computes K value which can 
ensurethe network connectivity based on theorem 
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1[11]. Then each node collects information from 
neighborhood by adjusting transmitting power and 
controlling sector conversion, and ultimately 
constructs the initial topology G. 

Theorem 1: Let n represents node density, let 
G(n, k) be asymptotically connected, (log )nΘ  

neighbors are necessary and sufficient. Specifically, 
there are two constants 0<c1<c2 such that: 

1
lim { ( , log )

}=1

n

P G n c n

is not connected

→∞

　

　 　
                                (1)  

and                                     

2
lim { ( , log ) }=1
n

P G n c n is connected
→∞

　 　 　
       (2)   

Information collection process is as follow: 
Step 1: Each node sets initial transmitting power 

P(u)=ε; 
Step 2: Each node sets N (N≥K) empty sectors 

of multi-beam antenna; 
Step 3: Each node gradually increases 

transmitting power and randomly sends Hello 
messages to certain sector, and simultaneously 
collects ACK messages from other nodes. If node u 
finds a new node v, it will conserve node v into 
local neighbor set Ne (u) and mark the sector 
covering node v as a non-empty sector. Afterwards, 
stop searching in this sector; 

Step 4: Convert the antenna sector and continue 
to repeat step 3. When Ne (u)=K or P(u)= P(u)max, 
the algorithm is terminated.  

Topology Construction. On the basis of the 
initial topology G, each node further reduces the 
number of neighborhood according to link weighs 
and then constructs directed relative neighborhood 
graph G0. 

1) Define link weight 

In order to improve link reliability and lower bite 
error rate, each link is weighted by link quality 
indicator (LQI) which represents the ability to 
receive data frame. LQI can be expressed by 
equation (3), 

( / ) 128
min

( / ) 255

r rt

r rs

P P
LQI

P P

×
=

×



 .                          (3)                                   

Where Pr stands for receiving power, Prt is 
receiving power threshold, Prs is defined as the sum 
of the received power in current channel. Given two 
links (u1, u1) and (u2, v2), link weights are donated 
by w (u1, v1) and w (u2, v2). If LQI (u1, u1)>LQI (u2, 
v2), then we can judge w (u1, v1)>w (u2, v2). 

2) Construct directed relative neighborhood 
graph 

Node v is a neighbor of node u in topology G if 
there does not exist a third node p which is a 
neighbor of node u such that w(u,p)<w(u,v) and 
w(p,v)<w(u,v), d(p,v)≤Rp; otherwise, node v is not 
a neighbor of node u. As shown in Figure 1, node v 
is not a neighbor because of node p while node q is 
a neighbor. 

 

Figure 1 Schematic Chart Of Constructing Directed 
Relative Neighbor Graph 

Topology Optimization. To ensure the bi-
directional connectivity of heterogeneous wireless 
Ad Hoc network, topology optimization is 
performed. 

1) Construct the subgragh G’ of initial topology 
G 

Given two nodes u and v, the distance between 
them is denoted by d. When  d≤Ru and d≤Rv, link 
(u, v) should be  added to topology G’. As a result, 
bi-directional and connected topology is generated. 
Figure2 illustrates the process, the optimal subgragh 
G’ (Figure2 (b)) of initial topology G (Figure 2(a)) 
is bi-directional and connected. 

 
(A) Initial Topology G 

 
(B) Topology Subgragh G’ 

Figure 2 Construction Of Original Topology Subgraph 
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2) Adding or removing directional links 

For the region where node density is larger (K 
value is larger), in order to enhance network 
capacity, removal mechanism is employed to 
preserve bi-directional connectivity. For the region 
where node density is smaller (K value is smaller), 
in order to void parting network, addition 
mechanism is employed to preserve bidirectional 
connectivity. 

4. PERFORMANCE ANALYSIS 
 

We use network simulator NS2 to measure the 
performance of our algorithm. We simulate a 
system of 16 nodes in accordance with random 
distribution of the non-uniform probability density 
on 750×750m2 area. A source node selects its 
destination randomly and sends CBR traffic through 
UDP. Each packet carries 512 bytes of data 
payload. Communication radius changes randomly 
in [250m, 300m]. Multi-beam or omni-directional 
antennas are configured for nodes. 

4.1 Node Average Energy Consumption 

It is shown in Figure3 that compared with the 
other two algorithms using omni-directional 
antenna, the average energy consumption of 
network is the smallest under the control of K-
DRNG algorithm, which means energy 
consumption of transmitting information can be 
effectively saved. Firstly, multi-beam antenna is 
applied to save transmitting power by changing 
sector directions. Secondly, the proper topology 
control reduces the number of neighbors, leading to 
transmitting power further reduced. Therefore, the 
proposed algorithm lowers significantly average 
energy consumption, thus enhances network 
survivability.  
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Figure 3 Compare Of Average Energy Cost Vs. 
Max Connections 

4.2  Delivery Delay 

Figure4 reflects that delivery delay changes with 
max connections. When max connections is 

smaller, delivery delay under the control of K-
DRNG algorithm is the maximum. The 
simplification of the network topology reduces 
communication radius and increases transmission 
hop counts, leading to the increase of delivery 
delay. With the max connections increasing, the 
delivery delay with the use of K-DRNG algorithm 
is less than that under UDG and DRNG algorithm. 
It is because that the proposed algorithm makes use 
of sector conversion mechanism to reduce 
communication interference, which can decrease 
the collisions and the probability of retransmission 
in packet transmission. Additionally, topology 
control effectively simplifies the dense topology 
and improves the performance of delay. 
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Figure 4 Compare Of Delay Vs. Max 
Connections 
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Figure 5 Compare Of Throughput Vs. Max 
Connections 

4.3 Network Throughput 

Figure5 shows the comparison of network 
throughput in various max connections. The results 
indicate that the proposed algorithm can enhance 
network throughput when network load is heavier. 
Due to the use of multi-beam antenna, signal 
interference can be decreased to a large extent and 
hence the efficiency of the channel utilization is 
improved. Besides, the reduction of neighborhood 
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after topology control is of great significance for 
enhancing network throughput. 

What’s more, compared with other exsiting 
algorithms, such as DABTC, CMPGA, SLTC, 
SLTC-E, the proposed algorithm K-DRNG is better 
than them. Because the K-DRNG algorithm not 
only uses directional antenna to reduce interference,  
but also makes use of the DRNG rule to further 
reduce the neighbor nodes. Both of ways make 
contributions to improve network performance. 

 
5. CONCLUSION 
 

Based on the characteristics of wireless Ad Hoc 
network, we proposed a multi-beam antenna-based 
topology control algorithm K-DRNG. Nodes firstly 
collect information by adjusting the transmitting 
power and controlling sector conversion, and then 
nodes construct directed relative neighborhood 
graph on the basis of link weighs, and finally 
network topology is further optimized. Simulation 
results demonstrate the algorithm can save energy 
consumption, increase the spatial reuse, and thus 
improve network performance. In future work, we 
will consider the impact of node mobility and 
failure , thus further optimize network performance. 
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