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ABSTRACT 

 
The aim of this paper is to deal with a class of multiobjective semi-infinite programming problem. For such 
problem, several necessary optimality conditions are established and proved using the powerful tool of 
K − subdifferential and the generalized convexity namely generalized uniform ( , , , )K F dα ρ− − convexity. 
We also formulate the Wolf type dual models for the semi-infinite programming problem and establish the 
corresponding duality theorems. 
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1. INTRODUCTION  
 

The so-called semi-infinite programming 
problems is characterized by the optimization of   
an objective function in finitely many variables 
over a feasible region defined by an infinite number 
of constraints . Recently, many authors have been 
interested in semi-infinite programming problems 
since this model plays a key role in a particular 
physical or social science situation, i.e., control of 
robots, mechanical stress of materials, and air 
pollution abatement etc. To date, many authors are 
developing interesting results on the optimality 
conditions and duality results for semi-infinite 
programming problems. In particular, Qingxiang 
zhang[1] obtained the necessary and sufficient 
optimality conditions for the nondifferentiable 
nonlinear semi-infinite programming involving B-
arcwise connected functions. In [2, 3, 4], the 
optimality conditions and duality results under 
various constraints qualification for semi-infinite 
programming problems were established.  

On the other hand, optimality conditions and 
duality results in generalized convex multiobjective 
optimization are also a very important research 
topic. For example, we can see in [5, 6], the 
sufficient optimality conditions and duality results 
were obtained under the generalized convex 
functions.  For details, the readers are advised to 
consult [7, 8]. 

In this paper, motivated by the above work, we 
first define a kind of generalize convex functions 
about the local cone approximation, K-directional 
derivative and K-subdifferential. Then, the neces- 
sary optimality conditions are obtained for a class 
of multiobjective semi-infinite programming 

problem involving the new generalized convexity. 
Further, we formulate the Wolf type dual model for 
the semi-infinite programming problem and 
establish the weak and strong duality theorems 
relating to the semi-infinite programming problem 
and the corresponding duality problem. 

 
2. DEFINITIONS AND PRELIMINARIES  
 

Let X  be a nonempty set of nR .The epigraph of 
a real-valued function :f X R→  is the following 
subset of X R× : 

 {( , ) ( ) }epi f x r X R f x r= ∈ × ≤  

Definition2.1. Let ( , )K ⋅ ⋅ be a local cone 
approximation. Then, ( ; ) : { }kf x X X R⋅ × → +∞  
is said to be K-directional derivative at x , where 

( ; ) inf{ ( , ) (  , ( , ( )))}Kf x y R y K epi f x f xξ ξ= ∈ ∈  

Definition2.2. [9] :f X R→ is said to be K-
subdifferentiable, if there exists convex compact 
set ( )K f x∂ , such that 

( )
( ; ) max , ,

K

K n

f x
f x y y y R

ξ
ξ

∈∂
= ∀ ∈ , 

Where, 
* * *( ) { , ( ; ), }K K nf x x X y x f x y y R∂ = ∈ ≤ ∀ ∈ is 

K-subdifferential of f  at x . 

Definition2.3. A functional : nF X X R R× × →  
( )nX R⊂ is said to be sublinear about the third 
variable, if for 1 2( , )x x∀  X X∈ × , it satisfies 
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(i) 1 2 1 2 1 2 1 1 2( , ; ) ( , ; ), , nF x x F x x Rα α α α α+ ≤ ∀ ∈ . 

(ii) 1 2 1 2 1( , ; ) ( , ; ), , .nF x x r rF x x r R Rα α α+= ∀ ∈ ∈  

We suppose that nX R⊂  is nonempty; :f X →  
R is local lipschitz function; : nF X X R R× × →   
is sublinear; : ;  : [0,1]R R b X X Rφ +→ × × → ,  

0 0
0

lim ( , ; ) ( , ); : \ {0}b x x b x x X X R
λ

λ α
+ +

→
= × → ; 

: nd X X R× →  is a pseudometric on nR , Rρ ∈ . 

Definition2.4. f is said to be generalized 
uniform ( ,K F α− , ,ρ )d − convex at 0x X∈ , if for 
all x X∈ , there exists local cone approximation K , 
such that 

0 0

0 0 0
2

0

( , ) [ ( ) ( )]

( , , ( , ) ) ( , ), ( )K

b x x f x f x

F x x x x d x x f x

φ

α ξ ρ ξ

−

≥ + ∀ ∈∂
 

Definition2.5. f is said to be strict generalized 
uniform ( , ,K F α− , )dρ − convex at 0x X∈ , if for 
all 0,x X x x∈ ≠ , there exists local cone 
approximation K , such that 

0 0

0 0 0
2

0

( , ) [ ( ) ( )]

( , , ( , ) ) ( , ), ( )K

b x x f x f x

F x x x x d x x f x

φ

α ξ ρ ξ

−

> + ∀ ∈∂
 

Assumption 0A  Let the local cone 
approximation K be one among the tangent cone, 
arrival directional cone, Clarke tangent cone, and 
feasible directional cone. 

Lemma2.1.[10] (i)The ( , )Kf x ⋅  is positively 
homogeneous and subadditive function. 

(ii) ( , )Kf x ⋅ is convex function. 

Lemma2.2.[10] 0 ( ) ( ; ) 0,K Kf x f x y∈∂ ⇔ ≥  
ny R∀ ∈ . 

Theorem2.1. If x  is a local minimum of ( )f x  
on X , and satisfies the assumption 0A , then there 

exists 0 ( )K f x∈∂ . 

The result can be obtained easily. 

3. NECESSARY CONDITIONS 

 
In this paper, we consider the following multi- 

objective semi-infinite programming problem: 

(SIMP)    
1 2min ( ) ( ( ), ( ), , ( ))

s.t.  ( ) 0, ,  
                  .

T
p

t

f x f x f x f x
g x t T

x X

=

∈
∈



≦  

 Where nX R⊂  is a nonempty open subset, 
: nf x R→ , : ,tg x R t T→ ∈  and T is an infinite 

compact index set. We put 0 { ( ) 0,tX x X g x= ∈ ≦  
}t T∈ for the feasible set of problem (SIMP). Then 

we define 

( ) { ( ) 0}tT x t T g x= ∈ = , ( ) { : }TR T R t Tµ+ += → ∈  

Where ( )T x  is active constraint set; ( )TR+ means 
that for all t T∈ , 0tµ ≧ and only finitely many are 
strictly positive.  

Now we give the following single objective 
semi-infinite programming problem: 

( )SIMP λ   

1

min  ( ) ( ) ( )

. .  ( ) 0, ,  
      .

p
T

i i
i

t

F x f x f x

s t g x t T
x X

λ λ
=

= =

≤ ∈
∈

∑
 

Where 1 2( , , , )  T
p orλ λ λ + ++∈Λ Λ  , we define 

1 2

1

={ =( , , , )

0, 1,2, , 1},

T
p

p

i i
i

i p

λ λ λ λ

λ λ

+

=

Λ

= =∑



≧
 

1 2

1

={ =( , , , )

0, 1,2, , 1},

T
p

p

i i
i

i p

λ λ λ λ

λ λ

++

=

Λ

> = =∑




 

0
{ ( ; ) 0, ( )}, ( )

=
,                                             ( )

tKn
t

n

y R g x y t T x T x

R T x

 ∈ ≤ ∈ ≠ ΦΩ 
= Φ

, 

0
{ ( ; ) 0, ( )}, ( )

=
 ,                                             ( )

tKn
t

n

y R g x y t T x T x

R T x
−

 ∈ < ∈ ≠ ΦΩ 
= Φ

. 

Denote by PR+  the nonnegative orthant of PR . 

Definition3.1. We say that ( )SIMP λ  satisfies 

the constraint qualification 0C  at x X∈ , if 0
−Ω ≠ Φ  

always holds. 

Lemma3.1. Let nX R∈  be a nonempty set. If 

 (i) , (1,2, , )i i pψ ∈  is generalized uniform 
( , , , )i iK F dα ρ−  − convex function on X with 
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respect to , , , , ,iF b dφ α ρ  and local cone 
approximation iK ; 

(ii) 0; 0 ( ) 0; 0;i a a bρ φ< ⇒ < >≧   

(iii) For all ,  0 ( ),  {1,2, , }iK
ix X x i pψ∈ ∈∂ ∈  . 

Then the following system has no solution x X∈ . 

(I) There exists x X∈  such that ( ) 0,i xψ <  
{1,2, , }i p∈  ;  

(II)There exists \ {0}PRλ +∈  such that 

1

0
p

i i
i
λψ

=
∑ ≧ ,  for all x X∈ . 

Proof:  If (I) has a solution, that is, there 
exists x X∈ , such that ( ) 0, {1,2, , }i x i pψ < ∈  , 

then for every \{0}PRλ +∈ , we have
1

0
p

i i
i
λψ

=

<∑ , 

that is, (II) does not hold. 

Assume that (I) has no solution.  

Let ( ) ,PM x Rψ += − −   1 2( , , )T
pψ ψ ψ ψ=  , then 

M is convex. 

In fact, if 1 2,y y M∈ , then exists 1 2,x x X∈  
and 1 2, Pp p R+∈ , such that  

1 1 1 2 2 2( ) , ( )y x p y x pψ ψ= − − = − −  

For any (0,1)t∈ , we have  

1 2

1 2 1 2

(1 )
((1 ) ( ) ( )) ((1 ) )

t y ty
t x t x t p tpψ ψ

− + =
− − + − − +

 

By (i), for any x X∈ , we have 

1 1

2
1 1 1

( , ) [ ( ) ( )]

( , ; ( , ) ) ( , )
i i

i i

b x x x x

F x x x x d x x

φ ψ ψ

α ξ ρ

−

+≧
, 

2 2

2
2 2 2

( , ) [ ( ) ( )]

( , ; ( , ) ) ( , )
i i

i i

b x x x x

F x x x x d x x

φ ψ ψ

α ξ ρ

−

+≧
. 

Where ( ), {1,2, , }.iK
i i x i pξ ψ∀ ∈∂ ∈   

By 0iρ ≧  and (iii), we have 

2
1 1 1

2
2 2 2

( , ; ( , )0) ( , ) 0

( , ; ( , )0) ( , ) 0
i

i

F x x x x d x x

F x x x x d x x

α ρ

α ρ

+

+

≧

≧
 

Using (ii), we get    

1 2( ) ( ), ( ) ( ), {1,2, , }i i i ix x x x i pψ ψ ψ ψ ∈ ≧ ≧  

That is 

1 2(1 ) ( ) ( ) ( ), {1,2, , }i i it x t x x i pψ ψ ψ− + ∈ ≧  

Therefore 

1 2(1 ) ( ) ( ) ( )t x t x xψ ψ ψ− + ≧  

Then we have 

1 2 1 2(1 ) ( ) ((1 ) )t y ty x t p tpψ− + − − +≦-  

So, there exists Pp R+∈ , such that 

1 2 1 2(1 ) ( ) ((1 ) )t y ty x t p tp pψ− + − − + +=-  

Now since PR+  is close convex cone, we obtain 

1 2((1 ) ) Pt p tp p R+− + + ∈  

Then we get   

1 2(1 )t y ty M− + ∈  

Because (I) has no solution, and int P PR R+ ++  
int PR+⊂ , so we get 

int PM R+ = Φ  

From the convex set separated theorem, there 
exists PRλ ∈ , 0λ ≠ , such that 

sup ( ) inf ( )PM Rλ λ +≦  

Since PR+  is close convex cone, we get 

inf ( ) 0PRλ + =  

Now we obtain \{0}PRλ +∈  and ( ) 0T xλ ψ ≧ , 
that is  

1

( ) 0,
p

i i
i

x x Xλψ
=

∀ ∈∑ ≧  

Hence, (II) has a solution. Thus the lemma is 
proved. 

Lemma3.2. Let 0x X∈  be an optimal solution 
for ( )SIP λ  . Further, we assume that ( )T f xλ  and 

( ), ( )tg x t T x∈ are 0K −  subdifferentiable and tK −   

subdifferentiable at x  with respect to local cone 
approximation 0   , ( )tK and K t T x∈ , respectively. 
The assumption 0A  holds. Then, the following 
system has no solution. 
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(III)       
0( ) ( ; ) 0

( ; ) 0, ( )t

KT

K
t

f x y

g x y t T x

λ <


∈ ≦
 

Proof:  Suppose there exists y , such that 

0( ) ( ; ) 0

( ; ) 0, ( )t

KT

K
t

f x y

g x y t T x

λ <


∈ ≦
 

According to the assumption 0A and the 
definition of K − directional derivative, there 
exists 0u > , for any (0, )u u∈ , such that  

( )( ) ( )( ) 0

( ) ( ) 0, ( )

T T

t t

f x u y f x
u

g x u y g x t T x
u

λ λ + −
<


+ − ∈

≦

 

Then if 0u → +  , we obtain  

( )( ) ( )( ) 0

( ) ( ) 0, ( )

T T

t t

f x u y f x

g x u y g x t T x

λ λ + − <


+ − ∈ ≦
 

Finally, we have a contradiction. Thus x  is an 
optimal solution of ( )SIP λ . Hence, the system (III) 
is incompatible.  

Lemma3.3. If for a given (  )orλ ++ +∈Λ Λ , 
0x X∈  is an optimal solution for ( )SIP λ , then x   is 

a properly efficient solution for (SIMP).  

Theorem3.1. Let us suppose that 
( 1,2, , )if i p=  is generalized uniform 

( , , , )i iK F dα ρ− − convex function ( 0)iρ ≥  on 0X . 
If  * 0x X∈  is a weak efficient solution of (SIMP), 

* * *0 ( ( ))( ), 0 ( ) 0, ( , ) 0iK
i if f x x a a b x xφ∈∂ − < ⇒ < >

. Then there exists *  λ +∈ Λ , such that *x  is an 
optimal solution of *( )SIP

λ
. 

Proof: If * 0x X∈  is weak efficient solution of 
(SIMP), then there exists no 0x X∈ , such that  

*( ), 1,2, ,i if f x i p< =   

That is, the following system has no solution 
in 0X : *( ) 0, 1,2, ,i if f x i p− < =  . 

Since ( 1,2, , )if i p=  is generalized uniform 
( , , , )i iK F dα ρ−  -convex ( 0)iρ ≥ on 0X , now we 

get                        

* * * *
0

* *
0

* * 2 *

* *

( , ) [( ( ) ( )) ( ( ) ( ))]

( , ) [( ( ) ( ))]

( , ; ( , ) ) ( , ),

( ( ))( )i

i i i i

i i

i i
K

i i i

b x x f x f x f x f x

b x x f x f x

x x x x d x x

f f x x

φ

φ

α ξ ρ

ξ

− − −

= −

+

∀ ∈∂ −

≧F
 

So, *( ( ) ( )i if x f x−  is generalized uniform iK −   
( , , , )iF dα ρ − convex at *, 1,2, ,X i p=  . Again 
from lemma3.1, there exists *λ +∈Λ , such that for 
all 0x X∈ , we get     

* *

1

[( ( ) ( )] 0
p

i i
i

f x f xλ
=

−∑ ≧  

That is  
* * *( ) ( )T Tf x f xλ λ≧  

So, *x  is an optimal solution of *( )SIP
λ

. 

Theorem3.2. (Necessary optimality condition)   

Let us suppose that ( ) T f xλ and  ( )tg x ( )t T∈  
are 0K −  subdifferentiable and tK − subdifferenti- 

able at 0x X∈ , respectively. The assumption 0A  

holds. If x   is an optimal solution of ( )SIP λ , and the 
constraint qualification 0C  holds. Then, there exists 
( )t t Tµ ∈  ( )TR∈  , such that 

00 ( )( ) ( ),             (1)

( ) 0,                                       (2)
( ) 0                                                (3)

tK KT
t t

t T

t t

t t T

f x g x

g x t T

λ µ

µ
µ

∈

∈

∈∂ + ∂

= ∈

∑

≧

 

Proof: since ( )SIP λ satisfies the constraint 

qualification 0C  at x , then we obtain 0
−Ω ≠ Φ . 

Suppose ( )T x = Φ , and x is an optimal solution 

of ( )SIP λ , from the theorem1.3, 00 ( )( )K T f xλ∈∂ , 
and as ( )TRµ +∈ ,we also obtain 0 tµ = , for all 
t T∈ . 

So, (1), (2), (3) hold. 

Suppose ( )T x ≠ Φ , and x  is an optimal solution 
of ( )SIP λ . According to the definition of  K −  
subdifferentiable and lemma3.2, we get the 
following system has no solution. 

00,       ( )( )

0,     ( ), ( )t

KT T

KT
t t t

y f x

y g x t T x

ξ ξ λ

ζ ζ

 < ∀ ∈∂


∀ ∈∂ ∈ ≦
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That is, the following system has solution.  

00,       ( )( )

0,    ( ), ( )t

KT T

KT
t t t

y f x

y g x t T x

ξ ξ λ

ζ ζ

 ∀ ∈∂

− ∀ ∈∂ ∈

≧

≧
 

Then using the Farkas lemma, there exists 
0, ( )t t T xµ ∈≧  , such that  

( )
t t

t T x

ξ µ ζ
∈

= − ∑  

Let 0tµ = , if \ ( )t T T x∈ , then we get 

0t t
t T

ξ µ ζ
∈

+ =∑  

So, we obtain  

00 ( )( ) ( ),

( ) 0,                
( ) 0                           

tK KT
t t

t T

t t

t t T

f x g x

g x t T

λ µ

µ
µ

∈

∈

∈∂ + ∂

= ∈

∑

≧

 

Using the theoren3.1 and 3.2, we can easily 
obtain the following result. 

Theorem3.3. (Necessary optimality condition)   

Let us suppose that ( 1,2, , )if i p=   is genera- 
lized uniform ( , , , )i iK F dα ρ− − conve ( 0)iρ ≧  

on 0X ,  ( )( )tg x t T∈ are tK −  subdifferentiable at x . 

If 0x X∈ is a weak efficient solution of (SIMP), 
0 ( ( ))( )iK

i if f x x∈∂ − , 0 ( ) 0, ( , ) 0a a b x xφ< ⇒ < > , 
and there exists λ +∈Λ , such that ( )SIP λ satisfies 
the constraint qualification 0C  holds. Then, there 
exists ( )t t Tµ ∈  ( )TR∈  , such that 

00 ( )( ) ( ),

( ) 0,                
( ) 0                             

tK KT
t t

t T

t t

t t T

f x g x

g x t T

λ µ

µ
µ

∈

∈

∈∂ + ∂

= ∈

∑

≧

 

 
4. WOLF TYPE DUALITY 
 

In this section, we consider the following Wolf 
type dual model for (SIMP): 

(SIWD)    
0

( )

max ( ) ( )

. . 0 ( )( ) ( );

;
( ) .

t

t t
t T

K KT
t t

t T

T
t t T

f u g u e

s t f u g u

R

µ

λ µ

λ

µ

∈

∈

+

∈ +

+

∈∂ + ∂

∈Λ

∈

∑

∑  

where e  is a p-dimensional vector whose all 
components are all ones. 

Theorem4.1. (Weak duality) 

Let x and ( , , )u λ µ be feasible solutions of (SIMP) 
and (SIWD) respectively. Assumption 0A  holds, 
and suppose 

(i) T fλ is generalized uniform 0 0( , , , )K F dα ρ−  
-convex at u with respect to 0ϕ and b ; 

(ii) For all t T∈ , tg is generalized uniform 
( , , , )t tK F dα τ− -convex at u with respect to 1φ and 

b ; 

(iii) 0 1( ) , ( )a a a aφ φ= = ; 

(iv) 0 0t t
t T

ρ µτ
∈

+∑ ≧ ; 

Then we can obtain  

( ) ( ) ( )t t
t T

f x f u g u eµ
∈

+∑≧  

Proof: Since x and ( , , )u λ µ are feasible solutions 
of (SIMP) and (SIWD) respectively, it follows that 

( ) 0,t tg x t Tµ ∀ ∈≦                    (4) 

And 

00 ( )( ) ( )tK KT
t t

t T
f u g uλ µ

∈

∈∂ + ∂∑  

That is, 0 ( )( )K T f uξ λ∃ ∈∂ and ( )tK
t t

t T
g uζ

∈

∈ ∂∑ , 

t T∈ , such that  

0 t t
t T

ξ µ ζ
∈

= +∑                       (5) 

By hypothesis (i), we obtain  

0
2

0

( , ) [( )( ) ( )( )]

( , ; ( , ) ) ( , )

T Tb x u f x f u

F x u x u d x u

φ λ λ

α ξ ρ

−

+≧
 

Using (iii), we get 

 
1 2

0

( )( ) ( )( )
( , ) [ ( , ) ( , ; ) ( , )]

T Tf x f u
b x u x u F x u d x u

λ λ

α ξ ρ−

−

+≧
   (6) 

http://www.jatit.org/


Journal of Theoretical and Applied Information Technology 
 15th December 2012. Vol. 46 No.1 

© 2005 - 2012 JATIT & LLS. All rights reserved.  
 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
352 

 

By hypothesis (ii), we have  

1
2

( , ) [ ( ) ( )]

( , ; ( , ) ) ( , )
t t

t t

b x u g x g u

F x u x u d x u

φ

α ζ τ

−

+≧
 

Using (iii) and ( )( ) T
t t T Rµ ∈ +∈ , we obtain 

1 2

( ) ( )

( , ) [ ( , ) ( , ; ) ( , )]

t t t t
t T t T

t t t t
t T t T

g x g u

b x u x u F x u d x u

µ µ

α µ ζ µτ
∈ ∈

−

∈ ∈

−

+

∑ ∑

∑ ∑

≧

 

Then by inequality (4), it follows that 
1

2

( ) ( , )

[ ( , ) ( , ; ) ( , )] 0

t t
t T

t t t t
t T t T

g u b x u

x u F x u d x u

µ

α µ ζ µτ

−

∈

∈ ∈

+

+

∑

∑ ∑ ≧
 (7) 

Adding (6) and (7), then using (5), we have 

2 1
0

( )( ) ( )( ) ( )

( ) ( , ) ( , )

T T
t t

t T

t t
t T

f x f u g u

d x u b x u

λ λ µ

ρ µτ
∈

−

∈

+

+ +

∑

∑

≧

 

 By hypothesis (4), we get 

( )( ) ( )( ) ( )T T
t t

t T
f x f u g uλ λ µ

∈

+∑≧  

That is 

( ) ( ) ( )t t
t T

f x f u g u eµ
∈

+∑≧ . 

Theorem4.2. (Strong duality) 

Let assumption 0A hold. Suppose that x  is a 
weakly efficient solution of (SIMP) for which the 
Kuhn-Tucker constraint qualification is satisfied. 
Then, there exists ( ), ( ) T

t t T Rλ µ+
∈ +∈Λ ∈ such that 

( , , )x λ µ is feasible for (SIWD) and the objective 
function values of (SIMP) and (SIMD) are equal.  

Furthremore, if the conditions of theorem 4.1 
hold for all feasible solutions of (SIMP) and 
(SIMD), then ( , , )x λ µ is a weakly efficient solution 
of (SIWD). 

Proof: Since x  is a weakly efficient solution of 
(SIMP) for which the Kuhn-Tucker constraint 
qualification is satisfied, it follows that there 
exists ( ), ( ) T

t t T Rλ µ+
∈ +∈Λ ∈ satisfying the following 

necessary conditions           

00 ( )( ) ( )tK KT
t t

t T
f x g xλ µ

∈

∈∂ + ∂∑  

( )

( ) 0,

, ( ) .
t t

T
t t T

g x t T

R

µ

λ µ+
∈ +

= ∈

∈Λ ∈
 

Hence, ( , , )x λ µ is feasible for (SIWD) and the 
objective function values of (SIMP) and (SIMD) 
are equal. 

By contrary method, suppose that ( , , )x λ µ is not 
a weakly efficient solution of (SIWD).  Then, there 
exists a feasible solution * * *( , , )x λ µ  of (SIWD), 
such that 

* * *( ) ( ) ( ) ( )t t t t
t T t T

f x g x e f u g u eµ µ
∈ ∈

+ < +∑ ∑  

Since ( ) 0t tg xµ = , it follows that  

* * *( ) ( ) ( )t t
t T

f x f u g u eµ
∈

< +∑  

We have a contradiction with the result of 
theorem4.1. Hence, ( , , )x λ µ is a weakly efficient 
solution of (SIWD). 

Remark4.1. It may be noted that, if the cons- 
traint condition 00 ( )( ) ( )tK KT

t t
t T

f u g uλ µ
∈

∈∂ + ∂∑  is 

replaced by 

 
*

1

0 ( ) ( )i t

p
K K

i i t t
i t T

f u g uλ µ
= ∈

∈ ∂ + ∂∑ ∑           (8) 

then we can give the following theorem. 

Theorem4.3. (Weak duality)  

Let x and ( , , )u λ µ  be feasible solutions of 
(SIMP) and (SIWD) respectively. Assumption 0A  
holds, and suppose 

(i) For all {1,2, , }i p∈  , if  is generalized 
uniform ( , , , )i i iK F dα ρ− -convex at u with respect 
to 0ϕ and ib ; 

(ii) For all t T∈ , tg is generalized uniform 
* *( , , , )t t tK F dα τ− -convex at u with respect to 1φ and 

*
tb ; 

(iii) 0 1( ) , ( )a a a aφ φ= = ; 

(iv)
*

*
1

( , ) ( , )1, 1,
( , ) ( , )

p
i i t

i i t

b x u b x u t T
x u x u

λ
α α=

= = ∈∑ ; 
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(v) *
1

0
( , ) ( , )

p
i i t t

i t Ti tx u x u
λ ρ µτ

α α= ∈

+∑ ∑ ≧ ; 

Then, the following inequality cannot hold: 

( ) ( ) ( )t t
t T

f x f u g u eµ
∈

< +∑                   (9) 

Proof: By the contrary method. Suppose that (9) 
hold.  By hypothesis (iii), we get  

1

1

( , ) ( )
( , )
( , ) ( ) ( )

( , )

p
i i i

i i
p

i i i
t t

i t Ti

b x u f x
x u

b x u f u g u
x u

λ
α

λ µ
α

=

= ∈

< +

∑

∑ ∑
           (10) 

Also, hypothesis (i) yields 

0

2

( , ) [ ( ) ( )]

( , ; ( , ) ) ( , ),   ( )i

i i i
K

i i i i i

b x u f x f u

F x u x u d x u f u

φ

α ξ ρ ξ

−

+ ∀ ∈∂≧
 

Using hypothesis (iii) and (iv), we obtain 

 1 1

2

1 1

( , ) ( ) ( , ) ( )
( , ) ( , )

( , ; ) ( , )
( , )

p p
i i i i i i

i ii i
p p

i i
i i

i i i

b x u f x b x u f u
x u x u

F x u d x u
x u

λ λ
α α

λ ρλξ
α

= =

= =

−

+

∑ ∑

∑ ∑≧

       (11) 

By hypothesis (ii), we have  

*

*
1

* 2

( , ) [ ( ) ( )]

( , ; ( , ) ) ( , ), ( )t

t t t

K
t t t t t

b x u g x g u

F x u x u d x u g u

φ

α ζ τ ζ

−

+ ∀ ∈∂≧
 

Using hypothesis (iii) and (iv), we obtain 

 
2

*

( ) ( )

( , ; ) ( , )
( , )

t t t t
t T t T

t t
t t

t T t T t

g x g u

F x u d x u
x u

µ µ

µτµ ζ
α

∈ ∈

∈ ∈

−

+

∑ ∑

∑ ∑≧
     (12) 

Since x is a feasible solutions of (SIMP), it 
follows that 

( ) 0,t tg x t Tµ ∀ ∈≦                    (13) 

By inequality (13), then the inequality (12) 
becomes 

2
*

( ) ( , ; )

( , ) 0
( , )

t t t t
t T t T

t t

t T t

g u F x u

d x u
x u

µ µ ζ

µτ
α

∈ ∈

∈

+

+

∑ ∑

∑ ≧
               (14) 

Adding (11) and (14), and using the sublinearity 
of F along with (8), we have 

1 1

2
*

1

( , ) ( ) ( , ) ( )
( , ) ( , )

( ) ( ) ( , )
( , ) ( , )

p p
i i i i i i

i ii i
p

i i t t
t t

t T i t Ti t

b x u f x b x u f u
x u x u

g u d x u
x u x u

λ λ
α α

λ ρ µτµ
α α

= =

∈ = ∈

−

+ +

∑ ∑

∑ ∑ ∑≧

 

 By hypothesis (v), we get 

1 1

( , ) ( ) ( , ) ( ) ( )
( , ) ( , )

p p
i i i i i i

t t
i i t Ti i

b x u f x b x u f u g u
x u x u

λ λ µ
α α= = ∈

+∑ ∑ ∑≧  

This inequality contradicts (10). Hence, the 
inequality (9) cannot hold. 

 
5. CONCLUSION 
 

In this paper, we have defined a new generalized 
convex function, extending many well-known 
classes of generalized convex functions. By 
utilizing the new convexity, we have achieved 
some necessary optimality conditions for a class of 
multiobjective semi-infinite programming problem. 
Furthermore, we have obtained several duality 
results between the problem and the Wolf dual 
problem, there should be further opportunities for 
exploiting this structure of the semi-infinite 
programming problem. 
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