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ABSTRACT

Knowledge representation and reasoning model piaynportant role in multi-expert system. In thippa,

a new knowledge representation method, factor heetaork theory(FNN), is used in multi-expert st

for oil-gas reservoir protection. Firstly, by inthacing factor and factor space theory, knowledge
representation model based on factor state spagaresented. Secondly, analog factor neural ndtwor
structure is analyzed to solve reasoning problenexpert system. For illustration, fuzzy reasontimgory

is utilized in factor neural network to verify tledfectiveness of our proposed method. The apjpicadf

the expert system shows that factor neural netwbdory is valid in knowledge representation and
reasoning model and blackboard mechanism basediotitp point can solve the communication problem
among sub-expert systems better. As a result, myroged method based on FNN can effectively improve
the accuracy of inference results.
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behavior. An expert system is a program system
that includes a large number of specialized
Oil reservoir protection technology is one of th knowledge and experience, which applies artificial
important ways to improve good effects in(?nt_elhg_ence techno_logy and computer technolo_g_y to
. e a field in order to simulate human experts’ decisio
exploration and development of oil-fields and a ke aking process, such as reasoning and judgment

technology of maintaining peak production in rocess, and then solves complex problems which
oilfields[1].In the evaluation of reservoir damage, P ' mpiex p
rgeed human experts processing.

is necessary for relevant subject experts to déscu
and research together to get an intelligent The paper first applied FNN theory to establish
solution[2].The evaluation way not only needs t@n expert system for oil-gas reservoir protection,
expand a large amount of manpower, materiathich predicted the occurrence of reservoir damage
resources and financial resources, but also delays advance, so that people could timely take
oil development progress. So, it is very important measures to protect oil-gas reservoir.

design a comprehensive multiple experts system

with recognition, evaluation, prediction, dlagnosﬁgllows. In Section 2, factor and factor state spac

and processing of oil layer damage to e>_<pand ¢ re introduced to describe knowledge representation

application scope of reservoir protection an : ) e
o .In expert system. Section 3 gives formal descniptio

enhance the application effect of reservoir

protection[3-4]. Factor neural network provides ‘,}(‘)f analog factor neuron, which can construct analog

: I;%lCtOI‘ neural network to solve reasoning of expert
new method for expert system of oil-gas reservol

protection, which can effectively solve predictionSyStem' In section 4,we introduce analog neural

and diagnosis problems of reservoir damage. network based on fuzzy reasoning modgl and
implement fuzzy reasoning. Implementation of

In the factor neural network (FNN) theory formulti-expert system for oil-gas reservoir proteatio
information processing systems engineering, factds presented in Section 5.Finally, we conclude our
knowledge representation is the basis, factgraper in Section 6, and provide suggestions for
neurons and factor neural network are formdlture work.
framework. It aims to achieve storage and
application of knowledge and to complete
engineering simulation process of the intelligent

1. INTRODUCTION

The remainder of this paper is organized as
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2. EXPERT SYSTEM BASED ON FNN [Definition 2] In the domain of U,the relation of
21 Eactor knowledge mode is defined as

As a vocabulary of the factor space theory, factor ) R(O) =< RM,M (0), XM > ()
has three meanings as follows. The first is thalhere RM is a knowledge model.
when looking for reasons from the results, factors M(O) is atomic model of knowledge
are defined as the things which cause some resufgpresentation in knowledge model.
While we understand factor concept from state or XM is structure group state and state
feature, the factors are symbols of a kind of state transformation relation of the atomic model M(O)
a set of features[7, 8]. The second is analyticityd RM.
factors can be regarded as a way to resolve thhe reatne atomic model of the knowledge factor
world, a thing can be described from differentopresentation gives a discrete set that describes
aspects in a different way, and the analysis PECESpiects; this is the basis of knowledge
is the process of looking for factors. The third igepresentation with factors. The relation mode of
descriptive; everything is the intersection of thgnowledge factor representation can associate with
various factors, which means that it can build g5rious related knowledge or different knowledge
broad cross-coordinate system. Such system can @ esentation; this can realize the transformatfon
described as a point of the generalized coordinatgge (ifferent ways of knowledge and knowledge
and factor is the name of the dimension of thg,a50ning. They provide the basis of representation
generalized coordinates [9, 10]. and processing of knowledge in using factors neural

2.2 Factor s State Space Based on Object network.

The object u is related to factor f, and also ther¢  FORMAL DESCRIPTION OF ANALOG
is a corresponding staté(u). If U and F are the FACTOR NEURON
sets comprised of some objects and some factors,
and forOuOU ,all factors related to U are in F The analogous FNN is based on the analogous

(f OF). For a practical problem, we can alwaydactor neuron, and the center is the object ofesgst

assume that there is an approximate matching. Foﬁgmalmé thetfactors "?‘tf utsed tlo bltj'lg. funCt'?.nil
given matching(u, f), a relation R between u and f nowledge storage, with external matching Impiict
way ,it can complete the processing of information.

is defined and written a}(u, f) . Only when Apalog factors neurons and its network mainly
R(u, f)=1, f and u are relevant. So u space whichimulate the human brain nerve network system, it
is related to f and f space which is related wan Simulates the behavior of human intelligence from

be defined as: the outside of things a.nd macro functions. Analog
factors neural network is the basis of analog facto
D(f)={u0U| Ry, f) =14 (1) neurons, the key of their work is to build a
functional analog characteristics of this simulatio

Fu)={fOFIRu f)=1 (2 unit which has some characteristics, such as

. associative knowledge storage properties, network
Factorf (f LIF) can be regarded as a mapp'ngstability properties and rapid recalling functietc.
and function on a certain objea{uU) is written v

SN N S S|

as: _f:D(f)_>X(f) 3 among them, P fo Ll o»__.o'_‘_\ .
X(f)={f(y|ubU}, X(f)is the state space of : IEANEASP S RSP
f. Xy o S . : . : Y,6)
2.3 The Knowledge of Factors Express NS ov.ff’ko S P e S
[Definition 1] In the domain of U, the atomic model R
of knowledge factors is a triple, Figure 1: Analog Factor Neural Network Structure
M(0) =<o,F,X > (3)  InFigure 1, f1......fm are input factors that have
Where o is a set of objects of the knowledgesome connections with O, each input factors are
description about U. called a perceived channel of analog factors
F is a factor set when U is used to describe neurons, gl...... gn are output factors of the O, they
X is a state set about F when F is used to destribeepresent different output response.
o, and F,={f, fy....f.} (6)
X={X(f)| fOF,00C 4) G, ={0, Gp-.. 0, } @
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X, (F)={X,(F)|i=12,...m} (8)
Bases
Blackboard

Y. (G) ={X(9) 1] =12,...m} 9)
For one of analog factors neurons, the extern:
function can be used to express
by Y,(G,) = R(X,(F,)) , to build the simulation
model of neurons within the network module ,to try I
to achieve the purpose of processing thi
information. |

|
R

Man-machine Interface

Analog factors neurons achieve the process ¢ !
intelligent  simulation  with the following Experts Userw
mathematical formula: I:l D

Y =F(X,W,T) (10) Figure 2:Structure of expert system

where When reasoning more complex output

(X,Y) is called the input and output set mode ofonditions, at this point we use multi-stage impli
analog factors neurons, fuzzy reasoning model.

X is called the stimulated or input mode set, Rule 1 if x is Al and y is B then z is C1,else

Y is called its corresponding response or output Rule 2 if x is A2 and y is B2 then z is C2,else
model set, and W, T is controllable parameters of '

the simulation model of neurons within the network
module.

Make (X,Y) relatively fixed when learning,
according to the network characteristics, try to
adjust W, T to establish the above mapping DA e YRR
relationship. Make W.,T relatively fixed when c El{[A RACIAB-RE QL (1)
recalling, analog factors neurons can make Y Firstly, obtain adaptation degreg and c; of

response according to input X. rule 1 from the following formula:

4. FUZZY REASONING BASED ON @, = DA (9 Op (X] (12)
FACTOR NEURAL NETWORK @ = 0 [Hg. (9 Oty (] (13)

41 Fuzzy Reasoning Modd Adaptation degreew; and w, of rule 2 can be
As shown in Figure 2, a structure of an expert ptat 9 A B, OT TU

system includes 8 parts: knowledge base, inferenetained:
machine, knowledge acquisition, explanatory

Rule n if xis An and y is Bnthen z is Cn,else
Fact xis A'land yis B’
Conclusion z@&

mechanism, blackboard system, man-machine @, = Ol (9 Opg (K] (14)
interface for experts and Interface for users. _
Through knowledge acquisition interface, users can “, = qux['uB*(X) D,uéz(x)] (15)

establish knowledge base and get fact information ~ Similarly, we can obtain Adaptation degree
into the blackboard system, then inference machin®, and @, of rule n

extracts factual information from blackboard _

system and matches rules in knowledge base @y, 'Xg([#/i*(x) D,u/l“(x)] (16)
repeatedly, in this process, intermediate conchssio @, = O[ps (X O, ()] (17)
will be put to blackboard system, until the system X "

gets final conclusion output according to user  1hen, activation degreei, @ ... w, can be
questions. Explanatory mechanism explains thealculated:

final conclusions and gives the solving process. W = W, Wy (18)
W, = W, Wy (19)
@, =W, @, (20)

Finally, by wusing product compositional
operation between activation degree and consequent
of its fuzzy rule, we can get the conclusions of a
rule and get the final conclusion by max operation.
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He. (Y) = @t (Y) Danle (¥) Ol (y) (21) _ 01005, 08102 Do . 01 02 32o 0.2
Two-antecedent and two-consequent Larsen Y VY1 y2 y3 VDY yl y2 y
fuzzy reasoning process is shown in Figure 3. (28)
AA 55 & Step 2:0Obtain activation degree

1o\ @A 1147

— N\ & = =0.8%0.2= 0.1€ 29
Ny w= (29)

o X o y P Step 3: Activation degree w products

I & Jae o 2 membership function F
ZANIVAN o 02, 1,_0.032 0.
0 0 y o z = =0. [ (i S
Figure 3: Two-Antecedent And Two-Consequent He-(2) =, (2) =0.16%¢ z 22) z1 72
Larsen Fuzzy Reasoning Process (30)

4.2 Experiment Verification Step 4: Search the best matching membership

In the expert system for oil-gas reservoifunction s .(z) of f.(z) and then F'is the
protection, predictions factors are rock types (T)inference result.
particle size of rock (C), pressure (P), particle From step 1 to step 4,we can get the inference
density of rock (D), inference result are solidesult F'(olid particle damage is a little serigtis3
particle damage (F), wetting transition damage (W)nference result is consistent with the practice.
and velocity sensitivity damage (V) and etc. When predicting reservoir damage in using of
An inference rule is as follow: reservoir parameters and rules of experience,
if C(particle size of rock is large) and P(pressursometimes you can get the status display function
is high) then F(solid particle damage is serious) or correlation matrix changes, in this case,
Where C ,P,D,F is respectively defined as a fuzzgnalytical methods can be used for reservoir
set. prediction. However, in practice, the relationship
When C*( particle size of rock is little large) between the parameters of change is very complex,
and P*(pressure is a little higher) ,the result ban so it is very difficult to get these relationships;
inferred from the above rule. this case, it is more feasible to use analog factor
Let X ={x1. =0.2,x2= 0.8} be the domain of neural network module to simulate and reasoning
C: Let Y={}1=0.1y2=05y3= 0.8 be the EXperience. For the parameter relation is not &asy
) be expressed, the principle of treatment is to
domain of P; LetZ={A=0.2,z2= 0.8} be the ggiaplish a corresponding simulation prediction

domain of F. In the rule, model. Simulation prediction model learns from the
1 O 5 experience, and continuously improves in practice.
C= _E 2 22) " The analogous diagnostic mode through the main
01 05 1 experience learning can predict reservoir damage,
P=—"+"+—— (23) the function entity is the forward-type factor
L y2 y3 neurons, it is also set to reverse diagnosis fancti
02 1 to show the results, reaction to the people on the
F _Z+z_2 (24) pasis of reverse validation. First of all, we must
Given that establish factors space based on the analysis of
08 01 reservoir damage factors. The space including the
Cr=—+— (25) output, input data based on FNN can timely
X x2 forecasts reservoir damage and other damage, make
pr _05,02 0 26) @ prediction to the possibility of impending damage
yl y2 y3 5. IMPLEMENTATION OF MULTIPLE
The inference result F* can be calculated from EXPERT SYSTEMS FOR OIL-GAS
the Larsen fuzzy model. RESERVOIR PROTECTION

The calculating steps are as follows:

Step 1: Calculate adaptation degmebetween 1 Sub-expert Agent Structure Based on

. _ R Blackboard M odel
C*and C, adaptation degres, between P*and P gynert systems for oil-gas reservoir protection
1000.8 0.51 0. } o 8 01 mainly consists of the following five sub-systems:
_qux(— X2 xDX X1 x2> 0.8 reservoir sensitivity ~ prediction  sub-system,
27) reservoir potential damage sub-system, reservoir
damage diagnosis sub-system, reservoir damage
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prediction sub-system and reservoir damageomponent, and etc. Their main task is to maintain
processing sub-system. We take sub-systems itsown knowledge base ,then, reason and design in
sub-agents, which can reason and judgeerms of design task document and its own
Each sub-expert system includes its owtknowledge on the global blackboard, finally, return
independent knowledge base, reasoning machirfnal results to users after completing task. Sub-
local blackboard, knowledge acquisitionagent structure is illustrated in Figure 4.

Local blackboard

|IIHHHHHHHHII
Communication Interaction
rotocol bas

Module

Control
module

Task processing N Task queue
Man—-computer module
Interaction Knowledge
Interface 1\\§_E§%e ]
v

Reasoning
Machine

A

v

User

v

Expert

Learning
Module

Figure.4: Task.Sub-Agent Sructure

Expert agent not only has main functions of its

own, but also has relevant features of other sub- ExpertAgent

expert system. The new functions in expert agents

make collaboration among multi-expert agents I

more Co_nvenlent' CoAgent | ManagerAgent
Learning module makes expert agent have — 0

intelligence, it can acquire new knowledge through

i A » Ta

user interface and update knowledge base in time
with combining intermediate collaboration result in Bid Excute Announcement Aviard
database. Local blackboard includes

communication module and task processing
module, which are controlled by a master module.
Task queue includes local task queue, collaboratior Sqlcon
task queue and delegation task queue. Local tas..
gueue stores the tasks which can be solved by local
agent, collaboration task queue stores tasks whigp 2 Create function of agent class

are asked for by other expert agents, delegati&k ta Public void newAgent(String AgentName,String
queue stores tasks which local agents need othgassName,Object arg[],String containerName)

Figure5: Class Diagram Of Expert Agent

agents to cooperatively solve. {
5.2 |mplementation of Expert Agent g?q:lis’,\t/ll\éfg.setOntology(AgentManagementOntoIo
5.2.1 Class of expert agent content object; fillContent(requestMsg,l);

In the expert system, class of expert agenaddBehaviour(new
ExpertAgent, is classified into two sub-AMSClientBehaviour('CreateAgent" requestMsg));
classes,ManagerAgent class and CoAgent class.}
ManagerAgent class and CoAgent class form _ :
many-to-one relation,that is to say,a ManagerAgeﬁtz'3 Imp!e_mentanon of message sending and
object can collaborate with one CoAgent object or _ ME&IVINg . . .
many CoAgent objects;ManagerAgent class In Java virtual machine, there exists a single

depends on Announcement class Awargﬁread named event distribution thread which is
' Fesponsible for continuously reading event objects

class;CoAgent class depends on Bid class,Exec :
class;Announcement class,Award class, Bid clase®™ system event queue, then calls event_ listener
listen user operation. Event listener runs iargv

and Execute class all depends on Connectid ‘bution thread dd hod
database class, Sgqlcon.Class diagram of exp ptribution thread, so we add new method to event

agent is shown in Figure 5.
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listener to implement message sending an@] SW,L.ST, C. K J, “A frame knowledge system
receiving. for managing financial decision knowledge”,

Message sending function Expert Systems with Applications, Vol.35, No.3,
head:myAgent.addBehaviour(new 2008, pp.1068-1079.
SenderBehaviour(msgToSend)); ~ B X. Li, J. Chen, “Research on Knowledge

Message receiving function Acquisition and Reasoning Mechanism of

head:myAgent.addBehaviour(new
ReceiverBehaviour(msgToRecv));

5.3 The main interface of the system

As shown in Figure 6,basic data for reasoning il
shown on the top of the figure. By collaboration of
multi-expert agent, Inference result and suggestion
from multiknowledge base, such as reservoir
damage knowledge base and sensibility dama
knowledge base, are shown at the bottom of the
figure.

Sensitivity damage inference

Name Data value Text value Confidence
Absolute amount of clay mineral 8
Ralative amount of mantmarillonits 34 [6]
Relative amount of kaolinite 1

Relative amount of illite 1
Relative amount of chlorite 1
Relative amount of illite and mantmarillonite 1

ount of chiorite and montmorilonite 1

5725

Madify parmeter value Execute prediction | Sawe resul 3

Result [7]

The reservior features
1.Absolute amount of clay mineral is high
2.Amount of quartzite is high
3.Amount of feldspar is high
4.Relative amount of monimorillonite is high

The reservior prediction results
1.Melocity sensitivity is above average
2.Hydrafluoric acid sensitivity is below average
3.Alkali sensitivity is above average
4water sensitivity is above average

Figure.6 Inference Interface Of Reservoir Damage

6. CONCLUSION

The expert system based on FNN theory caL?]
effectively forecast and diagnose reservoir damage
and sensitivity damage through dealing with
reservoir category, rock particle size, amount
clay mineral, permeability, and other factors of th
rock, the intermediate factors reasoned by the
expert system. This paper provides a new method
for the expert system for oil-gas reservoir pratect
which plays an essential role in protecting the oil
gas reservoir from damage. The next work is to
research on collaboration mechanism between
analog factor neural network and analysis factor
neural network.
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