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ABSTRACT

With the growth of technology, more and more amtlans and experiments need to be run in distribute
environment. Data collection as an application axgeriment fact begins to become more and more
important. However, data collection will confronta of difficulties in grid-based distributed sifation
platform because the running environment of griddiferent with that of the traditional simulation
platform. In order to overcome these disadvantagespresent a data collection mechanism of grickthas
distributed simulation platform. In order to jugtihe feasibility and the availability of this datallection
mechanism, a series of experiments have been ddweresults show that it is feasible to collectadat
resource in grid-based distributed simulation platf.

Keywords. Grid computing, Simulation, Data collection, HLAigH Level Architecture), RTI (Run Time
Infrastructure).

1. INTRODUCTION The rest of this paper is organized as follows. We
discuss the related work in section 2. In sectipn 3
With the growth of technology, more and moreve present a data collection mechanism of grid-
applications and experiments need to be run imased distributed simulation platform. In sectign 4
distributed environment. However, people can na series of experiments and their results analyzing
provide corresponding distributed  runningare described in detail. Finally, the conclusiors a
environment for these applications and experimentkawn and the future works are described in section
owning to the limitation of various conditions.5.
Under the situation, simulation method is usuall
used. Thus, distributed simulation technology ié' RELATED WORKS
rapidly developed, and has become the third taol fo

recognizing and rebuilding the objective Worldmethods for various applications, a lot of stragegi

besides the theory research and experime . ;
. . s ._and mechanisms are presented. These strategies and
research. The main function of grid is to realize

: . . . mechanisms can be simply shown as follows. HLA
large-scale information resource sharing. By using :
. o : . igh Level Architecture) [1] [2] has been accepted
the virtualization technology, grid can provide th : oo . )
: . . s and authorized as an exact distributed simulation
running environment for various distributed tandard bv IEEE in 2000. HLA not onlv separates
simulation applications. However, the traditional y : y Sep

computer, not grid. Therefore, there are a lot Jf ! P

technologies and methods need to be studied inogerablhty among _simulation applications and

grid-based distributed simulation platform. In tactE?hat?lzesiséteesre;fsadtgltgy chng'crggl]at'fg? Q&i?!\?i'or
data collection is an important function in a grid+>>"

based distributed simulation platform, which caﬁnOdel are discussed Wh'Ch are relr_jlted_ to the
aerospace and automotive manufacturing industry.

gifrfﬁgltg{ﬁ)lx rreoccoergs S.;.wg:g}tgg ﬁail;aa 32? P&ang?;ifn that paper, the simulation method building sadat
process. o y . collection system and the possible solutions that c
research domain that how to build a data collection X
. . . e . . Improve data collection are presented. In the web-
mechanism in a grid-based distributed SImUIatIOBased data collection svstem. each arantee is
platform. y ' g

In order to explore some efficient data collection

s
73




Journal of Theoretical and Applied Information Technology
15" December 2012. Vol. 46 No.1 B

© 2005 - 2012 JATIT & LLS. All rights reserved-

SATIT

ISSN: 1992-8645 www.jatit.org E-ISSN17-3195

provided a unique username and password to acces&=<E,;: Receive Subscribe Object Request; E
the system. Grantees only have access to their oReceive Subscribe Interaction Request; Eeceive
data [4]. In [5], a method of distributed simulatio Transferred Subscription Request;;; EReceive
data collection with Web Services is proposedClient Data Request;sEReceive Transferred Client
which is combined with temporal data model. ByData Request>

using the method, some temporal data can be . . . . o
- e : . A=<Al: Subscribe Simulation Object; A
efficiently collected for HLA distributed simulatio Publish Subscribe Transfer Interaction; Reflect

In the w_eb-base_d data CO".eCtlon system, - ea bject Attribute Updates; A Receive Simulation
grantee is provided a unique username a nteraction; A: Publish Subscribe Transfer
password o access the system. Grantees only h;r\{%eraction: A'. Parse Transferred Subscribe
access to their own data [6]. In [7], the discrete- teraction: A: Publish Client Data RequestA

event simulation method is developed in order t arse Transferred Client Data Request:Vialidate

overcome the performance bottleneck of dat R )
collection. In [8], a fully distributed and fedegat %:gﬂg:? gj géggesztazata Requesty,ARefuse

integrated method is proposed in order to achiev
collecting the whole state. In the method, the S={ S, S, S;,..., S, }, §=<0: Idle; 1: Busy>,
synchronization of the federals can be achieveik1,2,...,n, $denotes the i-th state

especially in the replay. Based on the method, the

corresponding architecture is described for data‘ For the grid-based (.j'smbUted 5|ml_JIat|on
collection. platform, the data collection model applied to

generate optimized joint logging program is
Although the above methods can provide thessential for completing collection of simulation
simulation environment for data collection and cadlata. Based on the formal description on behavioral
collect and analyze the relative information fotada characteristics of each client, we propose a
they will confront a lot of difficulties in grid-tsed cooperative reinforcement learning algorithm of
distributed simulation platform because the runnindata collection model which derives from Q-
environment of grid is different with that of otherlearning algorithm.
s s s v i e Sieamu dsritm LOLL) 1 s

mechanism for grid-based distributed simulatio een V\."dely utilized for cooperative dec_|5|ons In
platform. multi-client system. As a dynamic difference

algorithm, it can be denoted as:
3. DATA COLLECTION MECHANISM
Quu(S, a)=(1x) QS a)tx(r(S, a)ty
* o

In order to implement the simulation function ofmaX(Q(S » &) (@)
data collection in grid platform [9], we need to where t denotes the t-th iteration, x is the iierat
propose a standard and scalable data collectigactor, Q(S a) is the value of evaluation function
model and design some related data collectidior client to execute action at state $ Qt(S, 3) is
modules for data collection mechanism. The dathe t-th iteration value of {5, a) in term of
collection mechanism can be described as follows.equation (1), r(Sa) the number that the client

: obtained reward when he executes action ai at state
3.1 Data Collection Model S, y is the affection factor,’${ S, $, S,..., S},

In order to implement the simulation function ofQ(S*, a) is the value of evaluation function for
data collection in grid platform, it is necessaoy t client to execute action ai at state Si and advamce
further apply a formalization expression method tiis state § Qt(S*, a) is the t-th iteration value of
describe the behavioral characteristic of th€(S* &) in term of equation (1).

systems. By using mathematic theory and XML, we -
employ the hierarchy language to support the In the problem space represented by a finite state

description. The behavioral of each client iS¢t S={ 8 S %..., S, let all clients have the

expressed as GC=<O, E, A, S>, where O is the Sqme acti_vities set A. In light of the activityaﬁ&gy
of the objective of client, E is the set of detetta > the given agent at current stafg$ can obtain

events, A is the set of the internal action ofrjes  "éward y by taking action[@A.

is the set of the state of data collection. Each Based on the reward r($), client obtains its
element of GC is described as follows: corresponding value of evaluation function Q:
0=<0;: ProvideData; @ CollectData> SxA-P and determines the amended activity
strategy according to the evaluation function value
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Q. For the logging client in the grid-basedHLA standards. Before the whole simulation
distributed simulation platform, we assume thasystem begins to collect data, the auto deployment

each client is able to self-regulate its own betwavi of simulation service, the auto configuration ofIRT
in order to maximize its utility. Therefore, eachenvironment and the auto assembly of simulation
client selects its own optimal activity strategy tcservice are necessary. During the whole simulation
form optimized joint activities. Thus, the system collects data, the communication of grid

reinforcement learning algorithm about dataervices, the monitoring of the simulation procedur
collection of client i is described as follow: and the auto recording of the simulation data are
K _ K also necessary. In addition, in order to ensure the
m«':cngtZlQK((S?’: 21)); (1) Q" (S, (S, a)+2y post running function, the replaying procedure of
' simulation and the procession procedure of data
Where, maQ “ (S*, a)) represents the highestcollection are necessary. Based on these
value of evaluation function to execute all clientsequirements and our proposed data collection
joint activities ai* at state;S model, we develop a data collection system of grid
based distributed simulation platform. In the data
: . L %ollection system, there includes three main
clients into_account, it is dlff!cu_lt to calculaie modules, which are related to the function of data
_Form_ula @) by Nash equilibrium to CONSUUCt )jaction. The three modules are the simulation

iterative learning rule. In order to solve this

i ind dent | . application module of client, the data collection
question, - we - propose Independent learning odule of server and the data collection module of

construct the iterative 'earf“”g process .O.f eaCg\ient. The architecture of whole data collection
Iogglng client. For each logging cllen_t, the itérat system is illustrated as Figure 1.
learning rules completely depend on its currertesta

information and the received reward by taking itd. EXPERIMENTSAND RESULT
own activity strategy. For a given client, it adopt ANALYSIS
the following iterative process:

Qu(S, a=maxiQi(s, &) (s, ayy +STISOTEXperiments
max(Q“(S*, a))) In order to test the validity and availability diet
3) data collection mechanism of grid-based distributed
. simulation platform, we build two systems. In the
_In Equatlo_n (3), let th_e reward value of eacqwo systen?s, we use ChinaGrid >':0 construct a
client by taking IO.C‘F’.“ action strateg_y.equal to th%Iistributed environment. We adopt the simulation
reward to execute joint actions, that is: method and our proposed data collection
(S, a)=r4s, a)=r'(S, a) mechanism in the first system. In the second
4 system, we only use the simulation method and do
. not adopt our proposed data collection mechanism.
Where,0;, kKOm, & = (&g, &, & ,---8-, &+ &) The settings of each experiment are shown in Table

Let the rule for updating strategies be: 1.

Considering the incomplete information amon

ASK(S)=a,0A In our experiments, the task of client 1 is to
(5) collect the request information and the service
< information about management service, the task of
ASn (S):{ AS((S) $#% (6) client 2 is to collect the request information ahd
max(Q ($.2)F max() (S,a)) service information about record service, the tafsk

Equation (5) and (6) indicate that a client wiIIC“en.t 3 ]sfto coII.ect trt')e req:Jesl; mfkorma'glon at:f
keep its activity strategy unless Q values arge VIce In Qrmatlona out playbac .serV|ce,-t tas
updated. Let each client takes this policy, a joi fcI|ent.4 IS o coIIe_ct the reque_st mformatlcmda}
strategy of all clients can be obtair'1ed a'} e service mformanon about grld portal. By using
ASHS)=(AS(S), AZ(S) AS(S)) .where m e grid monitor in the two different systems, we
denotes the nu}nber of E:Iié.ﬁ'ts ' can get the total number and the average speed that
' each client collects data information in [0, 100s].
3.2 Data Collection M odule The results are shown in Table 2 and Table 3,

In grid-based distributed simulation platform, therespectlvely.

simulation supporting environment of data
collection needs to combine the grid technology and
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Simulation Federation Run Time Infrastructure RTI Data Recorder Interface

Simulation Application Module of Client

Grid Monitor

Simulation Data Recording
Management

Simulation Data Record

Data Collection Module of Server

Simulation Scene

Simulation Process Replay Requiremens

Simulation Data Recorder Selection ‘
and Dsplay Index Service

Simulation Scene

Simulation Process Replaying Control

Data Collection Module of Client Deployment
¥ \ \ \
ChinaGrid Support Platform
Figure 1 Architecture Of Data Collection System
Table 1. Software And Hardware Deployment smaller than that in the second system in the two
different experiments from Table 4. All these show
Services Node oS CPU Memory that the function of data collection in the first
(GHz) (MB) . .
system is well than that in the second system. The
Manage- Intel main reason is that in the first system, we adoipt o
ment client1 WinXP CPU 1024 . ystem, we adaipt ¢
proposed data collection mechanism and simulation
1.70
Intel methoq. But, we _do not ao_lopt our proposeo_l data
Record client2 WinXP CPU 1024 collection mechanism and simulation method in the
170 second system.
d Intel Table 3 The State That Different Client CollectgdDa
Playback client 3 g% Hat ~p 1024 Information In The Second System
) 1.70
Total number Average speed
GDSP . RedHat AMD Node (MB) (MQB/S)F)
portal  C1€Nt4 9o o500+ 1024 ;
: client 1 997 9.97
Table 2. The State That Different Client Collectgd cl!ent 2 1230 12.3
Information In The First System cl!ent 3 1025 10.25
client 4 1756 17.56
Node Total number Average speed
(MB) (MB/s) Table 4 The Data Loss Ratio In Different Experiment
client 1 1200 12.0 -
client 2 1580 15.8 Node _'hefirst ~The second
) system (%) system (%)
client 3 1356 13.56 .
. client 1 17.8 35.7
client 4 2179 21.79 .
— . client 2 20.5 45.3
In addition, we can also get the data loss ratio of :
each experiment in two different systems. The client 3 164 33.9
P y : client 4 13.2 27.8

results are shown in Table 4.
4.2 Results Analysis

5. CONCLUSIONSAND FUTURE WORKS
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key techniques

involved in the design and

implementation process are discussed in detail.

Based on the formal expression, we combine witfg]

grid technology and HLA technology to increase
data access performance, which effectively supports

the simulation analysis.
collection system adopts our
collection model and our designed system module

Furthermore, the data
proposed data

Experiment results show that the data collection
system is feasible to collect data resource in-grid
based distributed simulation platform.

Conference, IEEE Press, Orlando, FL, 2005,
1441-1445

Emrah Kaya, Fatih Ergan Sevilgen, “A fully
distributed data collection method for HLA
based distributed simulations”, Proceedings of
the Summer Computer Simulation Conference,
July 2009, 337-347

] M. Z. Xiong, D. Chen, H. Jin, S. Wu: Multi-

path based Algorithms for Data Transfer in the
Grid Environment. New Generation Computing.
28(2), (2010) 129-136

Although the mechanism is feasible to collecfl0]K. Lazhar, T. Farid, B. Kamel, and A. Y. Amur,
data resource in grid-based distributed simulation
platform, we don’t analyze the performance of data
collection. Therefore, in the future works, we will
research the performance evaluation method of dgter]w. Ying and C. W. D. Silva, “Sequential Q-
collection in order to improve the data collection
performance in grid-based distributed simulation
platform.
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