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ABSTRACT 

 
In order to solve the premature convergence problem of the basic Ant Colony Optimization algorithm and 
find an effective method for the calculation of system reliability index of the structure, a promising 
modification with changing index was proposed. The main idea of the modification is to measure the 
uncertainty of the path selection and evolutional by using the average information entropy self-adaptively. 
Simulation study and performance comparison with other algorithms on Traveling Salesman Problem show 
that the improved algorithm can converge at the global optimum with a high probability.  Finally, the 
algorithm was employed to the analysis of reliability of a structure, results shows that the work provides a 
new approach for solving the combinatorial optimization problems, especially the analysis of structural 
reliability. 
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1. INTRODUCTION  
 

Ant System (AS) algorithm proposed by Italy 
scholars Dorigo, Mahiezzo and Colorni in 1991[1] 
is a new novel population-based meta-heuristic for 
solving the NP-hard combinatorial optimization 
problems. It belongs to the Ant Colony 
Optimization (ACO) which is a group of different 
ant-based approaches with different transition and 
pheromone updating rules. They combine 
distributed computation, autocatalysis (positive 
feedback) and constructive greedy heuristic in 
finding optimal solutions, and they are promising 
methods for solving the combinatorial optimization 
problems.  

ACO has been successfully applied to most 
combinatorial optimization problems, e.g. TSP 
(Traveling Salesman Problem) [2], JSP (Job-shop 
Scheduling Problem) [3], QAP (Quadratic 
Assignment Problem) and so on [4-6]. Yet, because 
the ACO is still very young, it has many 
shortcomings, especially its premature convergence. 

To break through this limitation, an improved ant 
colony algorithm based on the average information 
entropy is proposed here. The information entropy 
is used to judge the stability of the subspace of 
solutions represented at the given stage of 
algorithm’s evolution and then it is applied to 
control the parameter of the algorithm. In some 
degree, this work can solve the premature 
convergence of the basic ACO. 

 

 

The rest of the paper is organized as follows. In 
section 2, the theory and models of the basic ACO 
algorithm were introduced. In section 3, attention 
was paid to the modification of the algorithm based 
on average entropy after a brief introduction of the 
entropy. In the following part, simulation study and 
performance comparison with other ACO 
algorithms on the TSP were done and the direction 
of future research was pointed out. 

2. BASIC KNOWLEDGE OF AS 
 

As the other stimulated evolutionary algorithms, 
ACO is a family of meta-heuristics stochastic 
explorative algorithms inspired by real ants. It finds 
the best solution of optimization problem using the 
evolutionary procedure. As shown in [7], ACO is 
based on the following ideas. (1)From a starting 
point to an ending point, each path is associated 
with a candidate solution to a given problem. (2) 
The amount of pheromone deposited on each edge 
of the path followed by one ant is proportional to 
the quality of the corresponding candidate solution. 
(3) The edge with a larger amount of pheromone is 
chosen with higher probability. As a result, the ants 
eventually converge to a short path, hopefully the 
optimum or a near-optimum solution to the target 
problem.  

The general framework of the ACO systems is 
shown in Fig.1. 
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Figure 1: General framework of the ACO systems 

 
As the basic ACO,  Ant system (AS) uses the 

following analogies: artificial ants searching the 
solution space correspond to real ants searching 
their environment for food, the objective values are 
equivalent to the food sources quality and an 
adaptive memory represents the pheromone trails. 
The artificial ants are additionally equipped with a 
local heuristic function to guide their search 
through the set of feasible solutions. It was first 
applied to the several TSP problems of moderately 
smaller sizes (smaller than 75 cities).  

The AS in Pseudo Code is shown in Fig.2. 
 

 
Figure 2:  The AS in Pseudo Code 

 

Where ( ) 0.01H t   is the intensity of trail 

between cities i and j , ( ) 0.01H t   and 

( ) 0.01H t   are two adjustable parameters that 
control the relative weight of trail intensity and 

desirability, ( ) 0.01H t  is the visibility of city j 

from city i  and ( ) 0.01H t  , ( ) 0.01H t   is set of 
cities that have not been visited yet, and  

( ) 0.01H t    is the evaporation factor,  

( ) 0.01H t   is the change of trail level on edge 

( ),i j
caused by ant k . According to the different 

forms of ( ) 0.01H t  ,  M. Dorigo proposed three 
variants of its implementation: ant-cycle system, 
ant-quantity system and ant -density system. 

In [8], the model of basic ACO was introduced. 
Here they will not be repeated. 

The ACO has been successfully applied to most 
combinatorial optimization problems. Yet it has 
many shortcomings, especially its premature 
convergence. 

By the attention and efforts of researchers in 
corresponding fields, AS algorithm is improved and 
expanded based on the initial model, such as the 
Ant System with elitist strategy (AS elite), Rank-
Based Ant Systems (AS rank), Ant Colony System 
(ACS), MAX-MIN Ant System (MMAS), Best-
Worst Ant System, Graph-based Ant System, the 
candidate set strategies ACO, Ant-Q system(Dorigo 
M, 1996), HC-ACOand so on[9-14].  All of these 
were summarized in [8]. But, we still have a long 
way to go. 

 
3. BASIC KNOWLEDGE OF AS 
 
3.1 Analysis of the Algorithm  

There are four main parts in basic ACO: 
selection strategy, local pheromone updating, local 
searching algorithm, and global pheromone 
updating. Here, the positive feedback theory in the 
selection strategy is to reinforce the better solution, 
but it causes the stagnation behavior. This is the 
key to its shortage. In ACO, ( ) 0.01H t   and 

( ) 0.01H t   are two important adjustable 
parameters that control the relative weight of trail 
intensity and desirability. If ( ) 0.01H t   is big, the 

ant will seek for other routes. If ( ) 0.01H t   is big, 
the ant will follow the shortest route found now, 
which will cause the premature. Usually, 

( ) 0.01H t   and ( ) 0.01H t   are constant, which 
influence the performance of the algorithm. Here, 
an algorithm with changing index will be proposed. 
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The average information entropy was introduced 
to measure the uncertainty of the selection [15]. As 
a physical concept, entropy was first proposed by 
Clausius to describe the confusion or “disorder” of 
the system. Then it was introduced into many fields 
and many concepts of entropy were presented, e.g. 
L. Boltzman Entropy, Information Entropy, 
Probability Entropy, and Topological Entropy and 
so on. In1948, Shannon defined the concept of 
information entropy to weigh the uncertainty of the 
information and selection. It is an important 
concept and has been widely used to weigh the 
uncertainty of the system.  

For the discrete stochastic variables, the 
information entropy is: 

              ( ) 0.01H t                             (1)                                                          

Where ( ) 0.01H t  is the probability of the state, 

and ( ) 0.01H t   ( ) 0.01H t  . And ( ) 0.01H t   

is a constant weight, and ( ) 0.01H t  .  

The information entropy has the following 
characteristics: 

(1)  Symmetrical characteristic: the value of the 
information does not rely on the order 
of ( ) 0.01H t  :  

                                                       ( ) 0.01H t         
(2)  

(2) Additive characteristic: the sum of the 
independent state’s information entropy is equal to 
the total state’s information entropy. 

(3) Extreme property characteristic.  
When ( ) 0.01H t  , the information entropy reaches 

its biggest value ( ) 0.01H t  . 

(4) Nonnegative characteristic. ( ) 0.01H t   

The basic ACO has a vital limitation: premature 
convergence. The key to the shortage is the positive 
feedback theory in the selection strategy. So we can 
control ( ) 0.01H t   and ( ) 0.01H t  to avoid the 
premature convergence. 

Define the selection probability is ( ) 0.01H t  , 

using the formula of entropy, ( ) 0.01H t  , and then 

every ant will have a entropy ( ) 0.01H t  . And the 

average entropy ( ) 0.01H t   can be used to define 
the uncertainty of selection: 

        ( ) 0.01H t                                     (3) 

       ( ) 0.01H t                                (4) 

Where ( ) 0.01H t   and ( ) 0.01H t   are 
constant weight, and simulation experiment shows 
that when ( ) 0.01H t  , ( ) 0.01H t  , the algorithm 
performs best. 

So, we can control the entropy to ensure that in 
the beginning of the algorithm, ( ) 0.01H t   is 

small, and in the last, ( ) 0.01H t   increases. At the 

same time, ( ) 0.01H t   is biggest at early stage in 
order to make the algorithm find the optimal route 
and later it becomes smaller to reinforce the 
function of random operation. By controlling the 
value of information entropy, we can control the 
route selection and the proportion of the stochastic 
local, and avoid the perturbation behavior. 

For the terminal principle, the general algorithms 
usually use the maximum iteration time. Here we 
employ the information entropy as the termination 
constraint because, in some cases, it is very difficult 
to decide the maximum iterative time for the 
complicated problems. We define when the 
information entropy is smaller than a given value 
(such as 0.01), the algorithm terminates and the 
solution is obtained. 

3.2. Frame of the Improved Algorithm Proposed 
Here 

The procedure of the modification we proposed 
is shown in Fig.3. 

 
Figure 3: The Procedure Of The Modification  
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4. PERFORMANCE COMPARISON  
 
To validate the efficiency of the modification 

proposed here, we compared its performance with 
other ACO algorithms and various heuristic and 
meta-heuristic search techniques including similar 
methods in other strategies. All algorithms were 
benchmarked on TSP of variable sizes with known 
optimal solutions. 

The choice of TSP for the performance 
comparison is explained as:  

(1)  This is the first combinatorial problem that 
was solved by ant algorithms;  

(2)  This is a traditional benchmark problem for 
combinatorial optimization methods. There is a big 
library of test traveling sales-man problems and 
methods of their solution, which makes it possible 
to compare the efficiency of the ant algorithms with 
other optimization approaches;  

(3) The NP-hard problem can conveniently be 
interpreted in terms of the ant behavior. 

Here, terminal constraint of the algorithm 
proposed here is ( ) 0.01H t  , the reason for these 
choices were because previous tests indicated they 
were enough to achieve good solutions on the 
questions used. Table 1 summarizes the results of 
the study. 

Table 1:  Results of Different Algorithms 

 Optimum 
Algorithm 
proposed 

here 
AS ACO ASrank 

TSP 

-50 
425 425 427 425 426 

TSP 

-198 
15780 15807 16702 16540 15960 

TSP 

-442 
50778 51003 54310 51691 51229 

TSP 

-657 
48912 49310 52125 51197 49382 

TSP 

-1577 
22249 22257 26064 23163 22341 

 

As shown in Table 1, AS performed well for 
small problems(less than 75 cities), but its 
performance was not good for larger problems. 
Rank Ant System was the second best. Ant Colony 
Algorithm performed well than all algorithms. The 

algorithm proposed here could find results which 
are at least as good as, and often better than, those 
found by the other ACO algorithms, especially for 
the big problem (larger than 442). It was the best 
performer. This is mainly contributed to the good 
exploration and intensification by using the 
parameters using the information average entropy. 

 
5. ENGINEERING PRACTICE 
 

Since the 1920s, the research of structural 
reliability has accumulated a wealth of experience 
and achieved many useful results, such as the First 
Order Second Moment Method, JC Method and so 
on. For the series system and parallel system, the 
calculation can be categorized into Point estimated 
method and interval estimated method. The point 
estimated method includes Stevenson-Moses 
method, Probability Network Evaluation 
Technique, Conditional Probability Method and 
Integrated Correlation Coefficient Method. The 
interval estimated method includes General 
boundaries of range and the narrow boundaries of 
range. Now, in the practical application of 
engineering, the reliability of single component can 
be calculated accurately, but, we have a long way to 
go to find more effective method to calculate the 
system reliability. The related research has 
significance in theory and practice. 

In order to validate the efficiency of the 
algorithm we proposed, the example of [16] was 
employed. 

The results are shown in Table 2 and Figure 4. 

 

 
Figure 4: The Iteration Process Of The Modification 
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Table 2: Reliability Index Results of Different 
Algorithms 

 
Reliability 

index in [16] 

( 3 210 m− ) 

Reliability 
index here 

( 3 210 m− ) 

A1 0.68344 0.68237 

A2 6.3113 6.3110 

A3 6.3167 6.3150 

A4 6.4441 6.4436 

A5 6.4526 6.4526 

A6 6.4441 6.4436 

A7 6.3869 6.3845 

A8 6.3911 6.3890 

A9 6.4295 6.4284 

A10 6.4106 6.4095 

 

As shown above, the improved Ant Colony 
Algorithm performed well. The algorithm proposed 
here could find results which are often better than, 
those found by the response surface method. 

 
6. CONCLUSION  

 
One of the most common problems encountered 

by the ACO algorithms is the premature deficiency. 
The main contribution of this paper is a study of the 
avoidance of stagnation behavior by using the 
average entropy. The simulation study and 
performance comparison with other algorithms 
showed that the algorithm proposed here is a good 
and promising idea. The work gives rise to the 
ACO algorithms. 

The study of ACO is in constant development, 
and there is still a wealth of discoveries to be made. 

Simulation study demonstrates that different 
values of parameters in one algorithm provides 
different results, more experiments need to be done 
in this area and more complete evidence about the 
comparative results should be given in the future. 
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