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ABSTRACT 

 
The main work of this paper is to study and to achieve a time complexity of low and high precision of 
clustering data stream clustering algorithm. First is to analyze the data stream mining theory; to analyze and 
summarize several typical advantages and disadvantages of the traditional clustering algorithms, as well as 
the scope of application of clustering, which leads to data stream clustering algorithm and it’s elaborate; 
highlight a new data stream clustering algorithm: the data stream clustering algorithm is based on active 
mesh density. Firstly, the data space grid is divided into a grid structure formed by the small cube grid cell 
on the grounds, and then the data stream is mapped to this structure, the application of the concept is of 
density formation of the concept, and then feature vector to determine the density of the grid. The density 
attenuation of the dynamic is in the nature of the technology to capture data stream, and then extract the 
boundary point to remove it; introduce the concept of activity to determine the mesh density of active and 
inactive grid density to ignore the reserve of active grid density clustering, and in this article the algorithm 
CluStream algorithm for comparison. Finally, the algorithm is applied in this article to the network 
intrusion detection algorithm in the detection rate and false alarm rate analyzed to verify whether the 
algorithm is feasible or not. 
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1. TRODUCTION 
 

A continuous data stream, potentially unlimited, 
with high-speed mobility and other characteristics, 
which makes of the data stream mining algorithms, 
data can order one or more limited access. This 
feature of the data stream, the traditional mining 
method is difficult to meet their needs within a 
limited time. The result in depth study on the basis 
of the data stream clustering algorithm is given 
based on active mesh density data stream clustering 
algorithm (Data stream clustering algorithm is 
based on an active the grid density of 
AGD-Stream). 

2. CLUSTREAM ALGORITHM 
BACKGROUND 
 

Similarly, in the analysis of the data stream 
clustering algorithm, CluStream also played a huge 
role. Many stream clustering algorithm are 
CluStream clustering, thought them to the 
characteristics at the same time the Online / offline 
double the CluStream algorithm framework for data 
stream clustering algorithm to solve the 
contradiction between real-time requirements and 
quality of clustering in the data stream clustering 
problem through the framework of specific steps: 

online micro-clustering process of the micro-cluster, 
offline clustering of macro macro-cluster process, 
and the framework structure of the pyramid. 
Micro-cluster summary information is stored up to 
use the macro clustering. CluStream algorithms 
involved in the pyramid time frame specific 
implementation process are as follows. 

This framework snapshot saved in accordance 
with the data stream to reach the order, the order in 
accordance with the model of the pyramid is 
divided into different levels based on different 
information storage [3]: 

1) Each layer can save up to 1la +  snapshot; 

(2) Part i layer a snapshot of
la , and 

la  
divisible by the time of the snapshot corresponding 
to after the start of the data streama , an integer 
multiple of time is the level to save a snapshot of 
the moment; 

(3) Tier i of a or a divisible snapshot; 

(4) Any known user-defined time window ofh , 

at least a snapshot of 2 h  in the distance the 
current time period. 

Of which: T-- so far consumption time 
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a - as an integer, it determines the granularity of 
time 

L - for the integer greater than 1, its size 
determines the arising 

 
loga T

 - Pyramid maximum number of levels 

This framework is to consider the storage 
requirements, taking into account the offline macro 
clustering in different time periods to restore the 
ability of the summary statistics [1-8]. 

Algorithm CluStream incremental clustering 
algorithm, STREAM algorithm is two less than any 
data stream arrives for processing, and can give any 
time to respond; faster by using the time frame of 
the pyramid according to treatment, can give 
different time granularity of the clustering results. 
However, CluStream algorithm has two 
shortcomings: (1) can only identify spherical 
clusters and clusters of arbitrary shape; (2) cannot 
handle the boundary points, the clustering accuracy 
is low. For each data point, the offline layer 
improved k-means algorithm is about all the initial 
data points for the kinds of division, and is able to 
identify the data points where a cluster is to 
calculate the data points with each distance between 
the centers. k-means algorithm the advantages is the 
ability to find the globular cluster, but the algorithm 
shortcomings - not the cluster of other shapes can be 
very efficient representation and mining, which 
determines the algorithm CluStream non-convex 
shape of the clusters relatively poor. In addition, 
because CluStream algorithm is based on k-means 
algorithm, which is determined by calculating the 
distance of data points and the center of its class 
affiliation, so it is not good at dealing with 
boundary points, largely affected the clustering 
effect, difficult to obtain accurate, high-quality 
clustering results, and the implementation of the 
algorithm is not efficient. 

For the above CluStream algorithm cannot 
display any shape clustering, cannot effectively 
solve the boundary point two questions, this paper 
presents a data stream clustering algorithm based on 
active mesh density, which is able to identify the 
data of arbitrary shape and effectively address 
boundary issues. Firstly, the grid of data space is 
divided into a grid structure formed by a number of 
small cube grid cell, then the data stream is mapped 
to this structure, application of the concept of 
density is the formation of the concept of mesh 
density and density attenuation technology to 
capture the dynamic nature of the data stream, and 
then extract the boundary point to remove it; the 

introduction of the concept of activity determines 
the mesh density of active and inactive grid density 
ignore retain active grid density of the final cluster . 
Experimental results show that, of AGD-Stream 
algorithms and CluStream algorithm compared to 
the arbitrary shape clusters that can be tapped to 
effectively solve the problem of boundary points, 
the time complexity of clustering accuracy have 
been improved. 

3. AN IDEA OF THE DATA STREAM 
CLUSTERING ALGORITHM BASED ON 
ACTIVE MESH DENSITY 
 

3.1The Basic Idea Of Algorithm 
The basic idea is: the first grid of data space is 

divided into a grid structure formed by a number of 
small cube grid cell, then the data stream is mapped 
to this structure, the concept of the application of 
density mesh density concept, and then determine 
the density of the grid according to the feature 
vector. And use the density decay of the dynamic 
nature technology to capture the data stream.  

3.2 Algorithm Description 

AGD-Stream（ { }1, , nX x x= L

, t） 
{ 

initialize（ grid , g
）; // Initialize the grid 

initialize（ _grid list , h）; // Initialize the grid 
list 

when there comes the data stream:  

receive（ { }1, , nX x x= L

, t）; Receiving data set 

( { }1, , nX x x= L

, t ) and record 

the mapping (X , g ) ;// data is mapped to the 
division of good space-intensive grid 

for（ 1i = ; i n<= ； i + + ） // Identify the 
boundary points in a certain time interval period, 
and remove it from the grid 

if (（ ix
 is on the edge） and（ modt gap <> 0

）) 

for （ 0i = , i n<= , i + + ） 

switch （ ix
） 

{ 
(// If the grid density is non-active, it means that 

the grid has been no new data arrive; the grid will 
be converted into sparse grid or transition grid, so 
the grid will be deleted 
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case ‘not on the edge’:  

judge the active of grid density; 

update（V）; 

break; 

(// Determine whether the data points to meet 
another condition of the boundary pointscase ‘on 
the edge’: 

inspect grid density ; 

update（V）; 

break; 

} 

else 

update （ grid
）;// Otherwise, update the grid to 

meet the new distribution of the data stream 

if （density（ g
））// If the density of the grid is 

active mesh density, and add it to the grid list 

insert g  into _hash gridlist ;  

if（ modt gap = =0）// The cluster density-based 
approach to intensive grid 

cluster（ grid
）; 

} 

3.3interval gap to Determine 
The dynamic nature of the data stream can lead to 

the data density gradients over time. Some dense 
grid long time new data arrives, will lead to a very 
small amount of data in the grid, grid activity will 
reduce the attenuation of the transition grid or 
sparse grid. So we have to search for the density of 
each grid to a specified time interval, and then 
replace the original feature vector based on the 
results of the search, according to the dense nature 
of the grid to update the organizational structure of 

each class. This time we require the value of gap  
should be appropriate. If value is too high, the test 
results cannot be timely performance of the 
fluctuations of the cluster; value too low will cause 
off-line processing be very complex, the calculated 
level rise, longer time, which cannot be consistent 
with the speed of data flow. Through the analysis 
mainly consider two aspects: (1) dense grid 
attenuation sparse grid, time-consuming the 
minimum (min); (2) sparse grid to update the 
minimum time-consuming for the dense grid. In 
order to guarantee sufficient time to detect the 
changes of the grid sparse, take (1), (2) the 

minimum value as the value of gap , this article 

refers to the gap  defined]: 

Theorem 1 for any a dense network in terms of 

the gridg , the dense grid failure become sparse 
grid with minimum time required.  

      
0 log l

m

C

Cλσ
 

=  
       （1） 

Theorem 2 for any sparse grid g  in terms of 
sparse grid upgrade to the minimum of the dense 
grid time required 

  
1 log m

l

N C

N Cλσ
 −=  −    （2） 

Based on the above two theorems, select0 1,σ σ
, 

the minimum value as the value of gap : 

 

2 2

2

min log , log

log (max , )

l m

m l

l m

m l

c N c
gap

c N c

c N c

c N c

    − =     −     

  −=   −   (3)  

Where, N represents the number of grids. 

 
3.4Handling Of Boundary Points 

A grid density is less than lD
, then there may be 

two reasons: (1) real data points by a small number 
of boundary points constitute a small grid, grid 
boundaries sparse network; that a few boundary 
constitute a point; (2) even if a lot of data in the 
grid, the grid density gradually decay over time, 
resulting in less data, this grid is called the decay 
sparse network grid; only the first few data points in 
a real situation of a small number of boundary 
points of the grid. 

With the increment of time, in the process of 
boundary points, sparse grid may be a lot of this 
article you want to delete those truly representative 
boundary of the boundary points of sparse grid, 
thereby reducing the system to deal with the 
workload; but should also retain the decay sparse 
grid, so as to preserve the historical information of 
the data stream. Order to be able to correctly 
distinguish between the two sparse grids, we define 
a density function of the threshold as the sparse grid 
boundary and non-discrimination standards. 
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Definition 7 (density threshold) set the current 

time t  (t > ut ), ut the grid ut last update data in 
time, then the density threshold is defined as 

 

1

0

(1 )
( , )

(1 )

uu t tt t
il l

u
i

C C
fun t t

N N

λλ
λ

− +−

=
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 (4) 

Theorem 3 density threshold 
( , )ufun t t

has the 
following properties: 

（ 1 ） 1 2 3t t t≤ ≤
， Then 

3 2
1 2 2 1 3 1 3( , ) ( , ) ( , )t t fun t t fun t t fun t tλ −

++ =
 

（2） 1 2t t≤
，Then 1 2( , ) ( , )fun t t fun t t≥

，

（ 1 2,t t t>
） 

Proof: (1) from the known to have: 
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This completes the proof 

Proof: (2) Order, 2 1t t t∆ = −
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This completes the proof 

Here, 
( , )ufun t t

 as in B-time test grid g  is a 
boundary the standard sparse grid. If 

( , ) ( , )uD g t fun t t<
, then g  is a boundary 

sparse grid. Can be seen that 
( , )ufun t t

 function 
according to the formula can be used as a standard 
to distinguish the grid category, to determine what 
is "new" of the boundary point, which is the original 
stronghold of the majority. And can change over 
time to their adjustment, use the arrival time of the 
data points to analyze the size of the mesh density 
threshold. 

If the moment of arrival of the nearest moment is 
longer, then the data points corresponding to the 

density function value is smaller than
( , )ufun t t

; 
the contrary, if just a new data point arrives, then 
the data points corresponding to the density function 

value is bigger than
( , )ufun t t

. This is not because 
it is the newly arrived data points to determine the 
number of less error as a boundary point to remove. 
 
4. SIMULATION EXPERIMENTS AND 

RESULTS ANALYSIS 
 

AGD-Stream algorithm testing laboratoriesand 
the performance Clustream algorithm, the 
experimental environment is: Intel Pentium 4 CPU 
3.00GHz Memory 1.00GB, the operating system for 
Windows XP. Algorithm is written in MATLAB. 
The experimental data [8] use real data sets 
KDDCUP99 Network Intrusion Detection stream 
data set collected by the MIT Lincoln Laboratory, 
the dataset object is divided into five major 
categories and 41 properties. 

In this study, [7] 34 are continuous attributes. 
And to make the = 3.5, = 0.9, with practice in other 
literature, this paper also used the 34 continuous 
attributes; the other is artificial data set [8]. 
Clustering effect of the detection algorithm on the 
non-convex shape of the data set, generated as 
shown in Figure 1, two-dimensional non-convex 
shape of the artificial data set, the data set contains 
three classes, two attributes. In this experiment, 
each data set standardized in order to unify the data 
set of dimension values in [0, l], and divided equally 
to all data in a different dimension, set up each 
dimension to divide the length indicated. 

Analysis of the clustering process and the effect 
of the algorithm 

This paper shows two ways to generate the order 
carried out experiments on artificial data, in order to 
verify the effectiveness and practicality of the paper 
present algorithm. First, this paper is to select a set 
of random numbers used to generate 30,000 each 
other non-repetitive two-dimensional data points, 
including 2000 randomly generated boundary points 
shown in Figure 1, and three classes. The shape of 
the random data class is non-convex. Random 
artificial data set above, again the same probability 
measure generated a variety of random data points 
and boundary points. Border points and random 
class data are uniform in the data flow in the 
process of alternating the Wended by clustering 
operation of AGD-Stream algorithms to handle the 
data stream, and draw the initial clustering results 
shown in Figure 2 (a), the final clustering results 
shown in Figure 2 (b), in addition Figure 2 also 
shows a division of the data grid. 
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In the experiment, each dimension by the length 

of len = 0.05, λ = 0.99. The experimental results 
show that, AGD-Stream algorithm can effectively 
remove a large number of boundary points which 
can be better found three classes. 

To illustrate the class of AGD-Stream algorithm 
can dynamically change and timely remove the 
boundary point. This article specifically dealt with 
in the next experimental data, making the data 
stream start to appear three types of data, and then 
to observe the clustering results for each time 
period. The experimental results show that, 
AGD-Stream algorithm can generate the data 
stream and disappear in a timely manner to reflect 
the latest clustering information, and can effectively 
remove the boundary points. 

 
Figure 1 30 000 Data Points Randomly Distributed 

Artificial data sets used in this experiment, the 
distribution of their data as shown in Figure 4. This 
article is in order to generate a certain order, a total 
of randomly generated 90 000 data points, including 
20 000 boundary points, the data flow rate of 1000, 
where inflow l000 data, 80 per unit time. 30 per unit 

time 1t , 60 per unit time2t , time 3t  for 90 units of 

AGD-Stream algorithm in time1t  clustering 

evolution shown in Figure 5; 2
t

 moment of cluster 

evolution shown in Figure 6; clustering in the 3t

time evolution shown in Figure 7. 

Figure 5 indicates the class of AGD-Stream, 

algorithms found in the beginning 1
t

of time, while 
excluding the boundary points. Figure 6 show that 

the class 1 at2
t

 time gradually disappeared, the 
algorithm to find all the boundary points and delete 
at the same time to find a class 2, Figure 7 shows 

that 3t at the moment, the data flow all over the 
clustering results of the moment. 

 

（A）The Initial Clustering Results 

 
（B）The Final Clustering Results 

Figure 2 Representation Of Clustering Results 
 

The class to identify the pieces of the chart and 
clear of AGD-Stream algorithm can be concentrated 
accurate data points, such as the above classes 
disappear and the process, but also ample evidence 
that the algorithm can effectively detect and remove 
the boundary points 
 
5. SUMMARY 

 
The basis of the data stream classic CluStream 

algorithm for the background, a new data stream 
clustering algorithm: one based on active mesh 
density data stream clustering algorithm, which is 
the data space. The grounds of meshing small cube 
grid cell of a grid structure and data flow are 
mapped to this structure. Using a density 
attenuation technology to capture the dynamic data 
flow, and then extract the boundary point to remove 
it. In addition, through the introduction of the 
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concept of activity to find the active grid density, 
the final cluster. The algorithm can be clusters of 
arbitrary shape and effectively deal with border 
issues. Reference time interval is a cluster period of 
time, reducing the computational load. Compared 
with CluStream algorithm, experiments show that of 
AGD-Stream, the algorithm's time complexity and 
accuracy of clustering have been improved. 
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