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ABSTRACT

The main work of this paper is to study and to eehia time complexity of low and high precision of
clustering data stream clustering algorithm. Fggb analyze the data stream mining theory; tdyaeaand
summarize several typical advantages and disadyesitaf the traditional clustering algorithms, adlae
the scope of application of clustering, which ledmglata stream clustering algorithm and it's etabs
highlight a new data stream clustering algorithhe tlata stream clustering algorithm is based oweact
mesh density. Firstly, the data space grid is @ithto a grid structure formed by the small cubd gell

on the grounds, and then the data stream is majgptids structure, the application of the concepbfi
density formation of the concept, and then featetor to determine the density of the grid. Thasity
attenuation of the dynamic is in the nature of tkehnology to capture data stream, and then extnact
boundary point to remove it; introduce the conaspactivity to determine the mesh density of activel
inactive grid density to ignore the reserve of\aetjrid density clustering, and in this article #igorithm
CluStream algorithm for comparison. Finally, thgalthm is applied in this article to the network
intrusion detection algorithm in the detection rared false alarm rate analyzed to verify whether th
algorithm is feasible or not.
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1. TRODUCTION online micro-clustering process of the micro-cluste
offline clustering of macro macro-cluster process,
A continuous data stream, potentially unlimitedand the framework structure of the pyramid.
with high-speed mobility and other characteristicMlicro-cluster summary information is stored up to
which makes of the data stream mining algorithmase the macro clustering. CluStream algorithms
data can order one or more limited access. This/olved in the pyramid time frame specific
feature of the data stream, the traditional miningnplementation process are as follows.

method is difficult to meet their needs within a This framework snapshot saved in accordance
limited time. The result in depth study on the basi P

: ; . . "with the data stream to reach the order, the drder
of the data stream clustering algorithm is given

based on active mesh density data stream cluste pggordance with the model of the pyramid is

rno; . ; -
algorithm (Data stream clustering algorithm ié]l&ded into different levels based on different

based on an active the grid density 0|]nformat|on storage [3]:

|
AGD-Stream). 1) Each layer can save up +1 snapshot;
. [ |
2. CLUSTREAM ALGORITHM (2) Part ! layer a snapshot 6t , and @
BACKGROUND divisible by the time of the snapshot corresponding

to after the start of the data stre@man integer

Similarly, in the analysis of the data strearfytiple of time is the level to save a snapshot of
clustering algorithm, CluStream also played a hugge moment:

role. Many stream clustering algorithm are
CluStream clustering, thought them to the
characteristics at the same time the Online /rad@fli  (4) Any known user-defined time window Iaf
double the CluStream algorithm framework for da
stream clustering algorithm to solve th
contradiction between real-time requirements a
quality of clustering in the data stream clustering
problem through the framework of specific steps:

(3) Tier I of @or a divisible shapshot;

B least a snapshot of Q in the distance the
%éjrrent time period.
N9 of which: T-- so far consumption time
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a - as an integer, it determines the granularity oftroduction of the concept of activity determines
time the mesh density of active and inactive grid degnsit
L - for the integer greater than 1, its sizégnore retain active grid density of the final ¢krs.
determines the arising Experimental results show that, of AGD-Stream
log, T algorithms and CluStream algorithm compared to

- Pyramid maximum number of levels the arbitrary shape clusters that can be tapped to

This framework is to consider the storag&ffectively solve the problem of boundary points,
requirements, taking into account the offline macr€ time complexity of clustering accuracy have
clustering in different time periods to restore thB€en improved.

ability of the summary statistics [1-8]. 3. AN IDEA OF THE DATA STREAM
Algorithm CluStream incremental clustering CLUSTERING ALGORITHM BASED ON

algorithm, STREAM algorithm is two less than any ACTIVE MESH DENSITY
data stream arrives for processing, and can giye an
time to respond; faster by using the time frame @&f1Tnhe Basic |dea Of Algorithm

diferent tme granularty of the olustering resut. 11 Dasi idea is: the frst grid of data space is
divided into a grid structure formed by a number of

However, CluStream  algorithm = has  twq mall cube grid cell, then the data stream is mappe
shortcomings: (1) can only identity spherlcao this structure, the concept of the applicatidn o

clusters and clusters of arbitrary shape; (2) canné) . . )
. : ensity mesh density concept, and then determine
handle the boundary points, the clustering accura

fhe density of the grid according to the feature

is low. For each data point, the offline layer : ;
improved k-means algorithm is about all the initiaYeCtor' And use the density decay of the dynamic

data points for the kinds of division, and is atde hature technology to capture the data stream.
identify the data points where a cluster is t8.2 Algorithm Description

calculate the data points with each distance betwee X :{ }

the centers. k-means algorithm the advantage®is th AGD-Stream ( XX, RS

ability to find the globular cluster, but the algbm {

shortcomings - not the cluster of other shapebean . . i . .

very efficient representation and mining, which Initialize (gr.ld, .g) Il nitialize the grid
determines the algorithm CluStream non-convex jnjtialize ( grld_IISt, hy ./ Initialize the grid
shape of the clusters relatively poor. In additiongt

because CluStream algorithm is based on k-meangynen there comes the data stream:

algorithm, which is determined by calculating the
distance of data points and the center of its class . X={X,", ) -

affiliation, so it is not good at dealing with receive( {Xl Xn} ’t)  Receiving data set
boundary points, largely affected the clusterin X ={x, %} t)and record

effect, difficult to obtain accurate, high-quality :

. g, . .
clustering results, and the implementation of tha€ mapping % ) .'// dat_a IS _mapped to the
ivision of good space-intensive grid

algorithm is not efficient. i=1.i< -
=l.i<=n, i i

For the above CluStream algorithm cannqt for (¢ S ’ : ) I _Ident|fy the_
display any shape clustering, cannot effective oundary points in a certain time interval period,
solve the boundary point two questions, this pap Pd remove it from the grid
presents a data stream clustering algorithm based o - tm
active mesh density, which is able to identify the if ( (X is on the edge and( odgap ;g
data of arbitrary shape and effectively address)
boundary issues. Firstly, the grid of data space isfor (i =0 i<=n i++ )
divided into a grid structure formed by a number of ' '
small_cube grid cell, the_n the data stream is mdppe gwitch ( X )
to this structure, application of the concept of

density is the formation of the concept of mesh (|t the grid density is non-active, it meansttha

density and density attenuation technology e grid has been no new data arrive; the grid will
capture the dynamic nature of the data stream, 3 converted into sparse grid or transition gri, s
then extract the boundary point to remove it; thgeq grid will be deleted
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case ‘not on the edge’: minimum value as the value 093P | this article
judge the active of grid density; refers to the 98P defined]:
update (V) ; Theorem 1 for any a dense network in terms of
break: the gridg, the dense grid failure become sparse

’ grid with minimum time required.

(// Determine whether the data points to meet C

another condition of the boundary pointscase ‘on g, ={Iogj —'J

the edge”: Cn (1D
inspect grid density ; Theorem 2 for any sparse grid in terms of

sparse grid upgrade to the minimum of the dense

update (V) ; grid time required

break;

) g, =|log N-C,
PLTN-G 2

else

Based on the above two theorems, seqéégl,

update ( grid ) :// Otherwise, update the grid to
P P g the minimum value as the value (gap :

meet the new distribution of the data stream

if (density( 9)) 1l ifthe density of the grid is _ c N-c
active mesh density, and add it to the grid list gap=min |092C— ,log, ﬁ
insert 9 into ha‘Sh—g”d“St; ;

if tmodgap _ =0) // The cluster density-based =| log, (max S M} )
approach to intensive grid c, N-¢ 3)

cluster ( grid )
}

3.3interval gap to Determine 3.4Handling Of Boundary Points

The dynamic nature of the data stream can leadto o D
the data density gradients over time. Some densé? grid density is less than™', then there may be
grid long time new data arrives, will lead to awertwo reasons: (1) real data points by a small number
small amount of data in the grid, grid activity il Of boundary points constitute a small grid, grid
reduce the attenuation of the transition grid dtoundaries sparse network; that a few boundary
sparse grid. So we have to search for the densityG®@nstitute a point; (2) even if a lot of data ire th
each grid to a specified time interval, and the@id, the grid density gradually decay over time,
replace the original feature vector based on tfigsulting in less data, this grid is called theajec
results of the search, according to the dense mat§parse network grid; only the first few data points

of the grid to update the organizational structire @ real situation of a small number of boundary
points of the grid.

should be appropriate. If value is too high, thet te With the Increment of time, In the process OT
results cannot be timely performance of th ogndary points, sparse grid may be a lot of th's
fluctuations of the cluster; value too low will csu article you want to delete thosg truly represevati

! %oundary of the boundary points of sparse grid,

Where, N represents the number of grids.

each class. This time we require the value P

off-line processing be very complex, the calculate : .
level rise, longer time, which cannot be consiste ereby reducing the system to deal with the

with the speed of data flow. Through the analys}gorkload; but should also retain the decay sparse

rmanly conscer wo. sspects: (1) dense. gri 20,35 [0 preserve e historcl nlormatn
attenuation sparse grid, time-consuming th j y

minimum_ (min): (2) sparse grid to update th |stingl_1ish betyveen the two sparse grids, We_define
minimum t(ime-)corgs)umiFerg forgthe denslg grid. T density function of the threshold as the sparse g

order to guarantee sufficient time to detect th%oundary and non-discrimination standards.
changes of the grid sparse, take (1), (2) the
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Definition 7 (density threshold) set the current
( Y ) value is bigger thar];un(t“’t). This is not because

time { (t>tu ) & the grid L last update data in it is the newly arrived data points to determine th
time, then the density threshold is defined as number of less error as a boundary point to remove.

G\, Ga=-A"" 4. SIMULATION EXPERIMENTSAND
fun(t, t)=—"> At == 2 '
u N NI-2) RESULTSANALYSIS
Theorem 3 density thresholJun(tu't) has the AGD-Stream algorithm testing laboratoriesand
following properties: the performance Clustream algorithm,  the
experimental environment is: Intel Pentium 4 CPU

i=0

( 3 t<t,<t, h 3.00GHz Memory 1.00GB, the operating system for
- 1 ’ Then  \vindows XP. Algorithm is written in MATLAB.
A=z fun(t,,t,) + fun(t,, ,t;) = fun(t,t,) The experimental data [8] use real data sets

KDDCUP99 Network Intrusion Detection stream
< >
(2) b _tz, Then fun(t,, t) 2 fun(t?’t), data set collected by the MIT Lincoln Laboratory,
t>t,t the dataset object is divided into five major
( ") categories and 41 properties.

Proof: (1) from the known to have: i i )
In this study, [7] 34 are continuous attributes.

A2 fun(t,,t,) + fun(t,,,,ts) And to make the = 3.5, = 0.9, with practice in othe
C o, CE literature, this paper also used the 34 continuous
:—'ZA‘S“Z*' + 2 Z A== Z A+ 2/1' attributes; the other is artificial data set [8].
N iz N i N N = Clustering effect of the detection algorithm on the
C & non-convex shape of the data set, generated as
:WZA = fun(t,.t;) shown in Figure 1, two-dimensional non-convex
=0 shape of the artificial data set, the data setainst
three classes, two attributes. In this experiment,
Proof: (2) Order, At=t,-t, each da_\ta set standardiz_ed in order to ynify the da
. cown ou o s set ol;‘ (?jlmens,lon vda]LlfJes in [g, ], and divided dtyua )
G866, ,.G %, to all data in a different dimension, set up eac
fun(ti,t)—N;/l =g X A =R A Y P

i=ty-t,

This completes the proof

i—o N& rari) dimension to divide the length indicated.
t-t, +AL . .
= fun(tZ,t)+5 D A=z fun(t,,t) Analysis of the clustering process and the effect
_ N i of the algorithm
This completes the proof

This paper shows two ways to generate the order
carried out experiments on artificial data, in ortte
erify the effectiveness and practicality of theppa
ﬁresent algorithm. First, this paper is to selesetl
of random numbers used to generate 30,000 each
fun(t t other non-repetitive two-dimensional data points,
sparse grid. Can be seen tha&m( u? ) function including 2000 randomly generated boundary points
according to the formula can be used as a standaf®wn in Figure 1, and three classes. The shape of
to distinguish the grid category, to determine wh#fie random data class is non-convex. Random
is "new" of the boundary point, which is the origin artificial data set above, again the same prokgbili
stronghold of the majority. And can change oveheasure generated a variety of random data points
time to their adjustment, use the arrival timetwf t and boundary points. Border points and random
data points to analyze the size of the mesh densiigss data are uniform in the data flow in the
threshold. process of alternating the Wended by clustering

fth ¢ arrival of th operation of AGD-Stream algorithms to handle the
It the moment of arrival of the nearest moment 'Jata stream, and draw the initial clustering result

longer, then the data points corresponding to thgp, in Figure 2 (a), the final clustering results
fun(tu,t). shown in Figure 2 (b), in addition Figure 2 also

density function value is smaller than ' en divisi fthe d id
the contrary, if just a new data point arrives,nthe>"OWs @ division of the data grid.

the data points corresponding to the density foncti

Here, fun(t“’t) as in B-time test gridg is a
boundary the standard sparse grid.

D(g,t) < fun(tu,t)' then 9 is a boundary
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In the experiment, each dimension by the length
len P ) that 3at the moment, the data flow all over the
of = 0.05, 7' = 0.99. The experimental resunsclustering results of the moment.

show that, AGD-Stream algorithm can effectively
remove a large number of boundary points which
can be better found three classes.

To illustrate the class of AGD-Stream algorithm
can dynamically change and timely remove the
boundary point. This article specifically dealt hwit
in the next experimental data, making the data
stream start to appear three types of data, amd the
to observe the clustering results for each time
period. The experimental results show that,
AGD-Stream algorithm can generate the data
stream and disappear in a timely manner to reflect
the latest clustering information, and can effeadtiv

(A) Thelnitial Clustering Results

2 X LN AN L A \': l
Figure 1 30 000 Data Points Randomly Distributed

Artificial data sets used in this experiment, the
distribution of their data as shown in Figure 4isTh
article is in order to generate a certain ordental
of randomly generated 90 000 data points, including The class to identify the pieces of the chart and
20 000 boundary points, the data flow rate of 1000lear of AGD-Stream algorithm can be concentrated
where inflow 1000 data, 80 per unit time. 30 peit unaccurate data points, such as the above classes
ot ot . disappear and the process, but also ample evidence
time™, 60 per unit time?, time 3 for 90 units of that the algorithm can effectively detect and reenov
the boundary points

(B) TheFinal Clustering Results
Figure 2 Representation Of Clustering Results

AGD-Stream algorithm in timet1 clustering
evolution shown in Figure 5;[2 moment of cluster > SUMMARY

evolution shown in Figure 6; clustering in tr;[é The basis of the data stream classic CluStream
time evolution shown in Figure 7. algorithm for the background, a new data stream
. - clustering algorithm: one based on active mesh
Figure 5 indicates the class of AGD'StreanHensity data stream clustering algorithm, which is

algorithms found in the beginning}lof time, while the data space. The grounds of meshing small cube

excluding the boundary points. Figure 6 show th&fid cell of a grid structure and data flow are
mapped to this structure. Using a density

the class 1 z}? time gradually disappeared, theattenuation technology to capture the dynamic data
algorithm to find all the boundary points and deletflow, and then extract the boundary point to remove
at the same time to find a class 2, Figure 7 shoits In addition, through the introduction of the
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concept of activity to find the active grid density[8] Zhao L., Mao Y.X, GOBO: a Sub-Ontology API

the final cluster. The algorithm can be clusters of
arbitrary shape and effectively deal with border
issues. Reference time interval is a cluster pesfod
time, reducing the computational load. Compared
with CluStream algorithm, experiments show that of
AGD-Stream, the algorithm's time complexity angog]
accuracy of clustering have been improved.
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