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ABSTRACT

It was found that the traditional Mean Shift alglom segmentation often produces the connectionreian
several categories between clusters can not be letetyp separated from the problem, an improved
classification of the structured mean shift segaon algorithm iterations to obtain the initialister in
center on the basis of different bandwidth matt@pwiise clustering, resulting in a different clasiection

of cluster centers, and the establishment of aedeist the tree structure, ultimately through thekaition

of the leaf nodes and the root node are classifiedder to complete the image segmentation. Erpants
show that the algorithm can better retain the imzfdecal information, and has better applicability
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1. INTRODUCTION enhance the robustness of MR image segmentations
ex. For symmetry inadequate processing of spatial
Mean shift is a non-parametric probabilitycharacteristics of the structure, Wang et al. j&d a
density estimation method. Parzen windowChen Yunjie et al. [10] designed the kernel functio
probability density function defined finite itere¢i  of the opposite sex, get good results. According to
process to quickly find the data distribution modé¢he principle of the method, when the Parzen
(modes). Due to the simple in principle, withouyanwindow near image edge tend to produce lower
pretreatment, the parameter the many advantagesquency of iteration and select merge in the
mean shift methods filtering, target eye trackingsegmentation process based on the a priori
image segmentation has been widely used knowledge, Song et al. [2], a better solution te th
literature [1, 2]. division of Rene et al. [11] the image further

Based on mean shift of image seamentation Cdivided into sub-images by clustering on different
9 9 Uales to obtain better segmentation results, ¥ang

be seen clustering of the feature space, t :
characteristic dimension of the selected spatiljlei [12] and Zhang et al [13] algorithm for mean

(including grayscale, color, gradient, etc.), diffiet, i%ltfitmi;reo;] a performance point of view is
mean shift method along the direction of probapilit P '
density function of the gradient ascent to findaloc The above study and optimization focused on the
maximum vector with similar characteristics, whichuse of a priori information and the improvement of
will be classified as a class, to achieve the psepothe kernel function, little the change mean shift
of segmentation mean shift correlation principlesegmentation principle, multiple iterations to
was first proposed by Fukunaga et al. [3], Chengchieve convergence to the sampled data through
[4], Comaniciu, et al. [5] developed andthe kernel function, and then spatial and Range
successfully applied image filtering anddomain near the cluster center to merge and then
segmentation. bandwidth to determine the nature eplit the study found that some do not meet the
the nuclear function of the mean shift process [6{zaussian ideal distribution of sampling data, the
using local data to dynamically decided to generatdistribution of the feature vector itself has a ddt
the kernel function bandwidth of data-drivenrandomness, clustering results often produce large
adaptive kernel function Arnaldo [7] this method immounts of local minima, direct segmentation
applied to the segmentation of MR imagesiesults are sometimes not ideal.
achieved good results with a similar, Jimenez, and _, . . e _
so on [8], the combination of non-parametri This _art|cle presents a cIaSS|f|c_at|0n mean shift-
ased image segmentation algorithm based on the

segmentation and edge detection method to furthprrinCipIe of mean shift method the main idea is to
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not stop after multiple iterations to form a stablehrough the drift of the mean to complete [4-6],
convergence point mean shift principle using far thaccess to new features in each drift vector by the
cluster center, the bandwidth of kernel functioformula (4).

iteration of the loop, until the final convergen&a

you can automatically between the different classes n y; =% y; X ’

collections of cluster centers to establish the ;@’ﬁg h g h

attribution of the tree structure, the final leafde Vi = - : : (4)

the affiliation of the root partition. n 99 y; =% g y| =X
Experimental results show that the algorithm can = h, h

handle weak boundary information in the image, the \ypere, @ is the weight coefficient,
segmentation to better retain the structural
information of the feature space, the absence of 9
change mean shift algorithm principle, not onlyThe process of drift, for each feature vectpr the

retains the original algorithm of advantages, buloint through several iterations to converge to

also has strong applicability, easy, and othefifferent modes (and bandwidth function [6]), thus
optimization methods used in combination. forming  collecton  of  cluster  centers

Cs ={cy, k=12,..n}.

(x)=-k'(x) is called k in the shadow function.

2. MEANSHFIT SEGMENTATION

PRINCIPLE After the pre-classification process, the initial

feature vector based on the cluster center divided
The nature of mean shift split according tdnto n classes, then detection @ from the
different criteria on the feature space clusteringirspace and Range domain, if agyc, 0C,,i # j
based sampling eigenvectors of the d-dimensiongleet in the feature space in the same bounding

data collection S; ={s.,k=12.} , which sphere, similar characteristics, and ¢, classified
s=[s*°‘,sy]T spatial domain vectos® for the 2-D as aclass [5].
Range domain vectox” dimension is set top, C, :{ck Ic —¢;>h,c—c;>hi# j} (5)

then d = p+2 in the collection, the probability  After the above processing, the final form of d is

density function of the Parzen window estimate [53plit.
is
3. STRUCTURED MEAN SHIFT

f, (x):%Zl:KH (x-x) ) ALGORITHM

In equation (1), the bandwidth matrix by the
bandwidth coefficienth to simplify, H =h?l , ] ] »
while using the profile function k to express the Segmentation algorithm based on traditional

kernel functionK(x):k(xz), then equation (1) Mcan . shift principle, th.e sgmpllng dats,
collection of C, after many iterations, formed after
can be expressed as .
the convergence of the cluster center, and in
R C & (X=X 2 accordance with their respective cluster centéss, t
f, () :WZ k( H j (2) initial classification, and was found after itecati
N = ) convergence, due to the sampled data distribution
By the separability of the kernel function, (2) camhny, many of the images generated by a collection
be expressed as of C, is distributed in the feature space, filtering

C s\2 r\2 more is to play a role in smooth.
=~ kX kZ] @
Ko (X) hh? { h® h' The study also found that part of the cluster after
) ) the initial cluster in to adopt mean shift image
Where, C is the normalized constah, and by, (especially in the border regions of the weak) ofte
respectively, Airspace and Range domaiithere is a connection channel, that is, a large
bandwidth coefficient. Mean shift principle, todin number of local extreme points of clusters are not

fh(x) extreme value process can be directigompletely isolated from the two categories , but
left connected to the channeC,; in the local

3.1 Algorithm Principles
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extreme points often and is not well separated, so Repeat the process of clustering is @g-based,
that according to equation (1) the principle of . P (i .
division, if h, clustering is along the poly classdem:“nd'ng onh '{hf’hs} , the formation of a
stretches, can not be classified; the other hdrid, i different class collection of cluster centers @f

smaller will produce over-segmentation. .
P 9 and eventually converge t€} . In general, if

Shown in Figure 1, the iteration &, also 5> j=0, thenh =h/, h.=h’ . At the same

contains the original sampled data probabilitfime repeat the clustering process, due to the new
density distribution of information, and thereforeone set of cluster centers clustering results on a
improve the algorithm considers with mean shifgjyster center set, so the data size was shrinking
principle, repeated clustering @, each iteration treng, namely when there arezi> >0, then
convergence to form a new cluster center of & scl

2C;.

collection of C},i =1,2,...,, and eventually set the
bandwidth of the matrix under the conditions of Repeat clusters, located adjacent to the two

convergence, get o€, where n indicates the Cluster centers collectiorC; and C," , then
number of structured clustering. in each mean shifC;" ={cjjl ¢, cthal DCL} , which is
process, the initial vector and convergence i i .
termination vector belonging to a different class t mapped inc, ¢~ C, is sampled data, vaccordmg
cluster center, and establish a structuretb the formula (1) iteratively converge ™. The
relationship between them, which formed in theommon used kernel function iteration
termination of the multi-level iterative sub-treé o Epanechnikov (Expressed in equation 6) and the

the initial Sampling data for the leaf nodes mllfhtlp Gaussian kernel (Expressed in equation 7)
pixels of the same root is ultimately attributatiea
class, which Complete the split. 1. T T
=c,; (d+2)[1-x"x) ,x x<1,
ke (x)=]2% ¢ 1= (6)

0,x'x=1

Ky (x) = (27)*" exr{—%xzj (7)

Sq>Cy

¢ In terms of convergence, due to the profile

< function in the multistage mean shift algorithms,

: the above kernel function is still monotonically

Figure 1: Compare Sructured Mean Shift And decreasing non-negative convex function, so the

Traditional Mean shift basis similar to the proof of literature [5] shothat
32 The Initial Clustering and Repeated after a finite iteration can converge.

Clustering

_ _ ) 3.3 Classification of the Bandwidth Parameters
According to different types of clustering data,

the multistage mean shift iterative process can be Another difference lies in the iterative process, a
divided into the initial cluster and repeat the twdlifferent levels with different bandwidth matrixeth
steps of the clustering process in which the initigtlassification mean shift segmentation algorithm,
clustering for the original sample da®, , the we are sqll using the bandwidth parameters and the
) . unit matrix to express the bandwidth matrix array
bandwidth parameter is set by and h’, because pandwidth to save pre-set bandwidth parameters, so
the process is the basis of the post-repeat cingter the advantage of smaller bandwidth can be used to
in order to ensure that in the late clustering witmetain the small scale details, a larger bandwidth

sufficient local structural information, therefoné ~ meticulous local information gathered, and merger
and the use of high bandwidth image directly in an

0 .
a_nd_h, should not be_ S?t too Iargg, the algf)mhn?terative upgrade compared mean shift clustering,
similar to the one principle many times again ang|assification bandwidth parameters can not only
again generationsS, h? and h° control smooth control the final classification stop in the scale
resolution convergence o, . the specified purposes, but also retain a portion o
local information, making them if not prematurely
submerged in the large-scale filtering window, but
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according to a structured strategy to gradualljunction), at the same time the number of samples
merge. clustering is progressively reduced, the
classification method did not significantly increas
computational complexity.

In the classification mean shift segmentation

algorlthm, the final rlumber of clusterg, 'S g =size(s,) h" (in order to facilitate discussion
determined by sampling datg and bandwidth of the requirements in the target scale, wheresgte

parameters array Bandwidth achieve CONVErgenge s _ i =h") converge to get the segmentation

when the ”“”.‘ber of clusters does not' phange. .Thraetsults. The traditional mean shift method
the algorithm stop condition is

B . . d
size(C;’1)=size(C;) . where C* and C, | computational complexity @(soth), where m
. . . . .is the average number of iterations. In the
respectively, in the formation of i-1's level and i e . .
classification algorithm, the set of i-level sample

level set of cluster centers. . . . .
sizes isg, the bandwidth parametefs, the new

Mean shift the process of making the bottom Oglgorithm computational complexity is
Vector Data drift to their respective cluster cente (

3.4 Stop Conditions and Segmentation

Set the initial sampling of the data sample size

position, so multistage mean shift algorithm in thep
iterative process to dynamically build a tree

structure. Which each drift vectaf, 1C, after the iterations of the t level. In the new algorithm,
i+1 relative to the target scal@" , the bandwidth

iteration converges to the,", the new vectoc, > , 4 ,
parameters of other series with their exponentially

i i i+1 . .
belon.glto the cluster center i+1. Namely' 0C}™, between hig" =h" —c (¢ as the correction
i+

andc,™ is denoted by, 's father. So starting from parameterg is the common ratio), the assumption

the |n!t|al da_lta of the leaf nodes, constantlyof Gaussian sample, the sample sizesuper linear
clustering until convergence to the root node, th

final convergence of separate sub-trees of theigree ecline [3], compared t'o the traditional algorithm,
split the number of categories. Segmentation is tHge new algorithm still has the advantage of
process of reverse back along the tree structuf@mputing performance.

from the leaf node to the root node, attributable t From the above, the radius of the kernel function
the initial vector of the same root node is attiélall  ysed in the initial sample, the classification noeth

Zsh"mj, m said the average number of

to the same class. with the increase in the radius of the kernel
function, the sample size and the rapid decline, so
cr you can ensure that each level of clustering the

computational complexity substantially reduced,
thus makes the overall complexity does not increase
as possible.

4. EXPERIMENTSAND RESULTS

ci @ ® ® In an experiment to prove the effectiveness of the

‘ algorithm, we were the classification mean shift

algorithm and traditional algorithm. And literature

Sy [5] is similar, we use the Epanechnikov function as
the kernel function, the shadow function for the
mean function for the mean function of the
experiment were used to color images and
grayscale images, including color image of the
3.5 Complexity Analysis Range domain space for the Lab characteristics,
o ..gray the degree of image gray value should be
By the principle of structured mean Shlftnoted that in order to facilitate comparison, the

algorlthm known, - due mult|ple. mean shift experiment eliminates the need for relevant post-
clustering process, the new algorithm is clearlcg

Figure 2: Clustering Tree

increased the number of iterations, but the stu rocessing, such as the merger of smaller pixel are

found that effectively reduces the bandwidth of the oundary marking of operation.
initial cluster parameters (the radius of the kérne
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Face image according to the principle of the
algorithm shown in Figure 1, Figure 3 shows the
results of the experiment part of a different class
clustering, the initial bandwidtth, =8 , h =8,
after multistage mean shift process, and finally
h, =20, h =20 scale conditions, the split image
in Figure 3 (c) below. In the same circumstandes, i
the direct use oh, =20, h, =20 bandwidth split (
to get the results As shown in Figure 3 (b) Figure5: Resultsof Houseimage. (a) Original; (b)
according to the local details (Figure 3 (d) andResult of traditional mean shift; (c) Result of structured
Figure 3 (e) below) can be seen, in the samemean shift; (d) and (e) is zoomed region of figure 5 (b)
resolution scale, structured mean shift segmemtatio (c) respectively.
algorithm can be better preserved local structural
information.

Traditional algorithms and new algorithms we
use to experiment on a large number of images, part
of the results in Figure 4 to Figure 7. Figure % (a % ; ; x
original image, Figure 4 (b) for the traditional ame @@ (b) ©
shift split the results in Figure 4 (c) the resuwfs Figure6: Results of Lake image. (a) Original; (b) Result
the proposed algorithm, including the local area toof traditional mean shift; (c) Result of structured mean
zoom in, you can see castle in (Figure 4 (d) below) shift.
the new algorithm (Figure 4 (e) below) retaining
walls openings in the house more in the window
part (Figure 5 (e) below) retains the local stroetu
information.

\’Q poma IR
(a)
Figure 7: Results of Baboon image. (a) Original; (b)
Result of traditional mean shift; (c) Result of structured
mean shift.

The computational efficiency of statistical
experimental images of different resolutions, which
were compared against the classification structured
) - (e)‘ mean shift algorithm (SMS) and traditional mean

Figure 3: Results of faceimage. (a) Original; (b) Result ~ Shift (MS). From Figure 8(a) (in seconds) the
of traditional mean shift; (c) Result of structured mean statistical results is not difficult found that,
shift; (d) and (e) is zoomed region of figure 3 (b) (c) compared to traditional methods, the classification
respectively. method did not increase the computation time, but
' greatly improve the computational efficiency.
Figure 8(b) shows the calculation process of
classification kernel function clustering resolatio
image after clustering on different scales sample
size changes visible in the initial clustering, the
sample size but small radius of the kernel function
classification iteration to the last, although the
- bandwidth parameters adjusted to the purpose of
o € scale, but this time the sample size has greatly
Figure 4: Results of Castle image. (a) Original; (b) reduced Therefore, although the number of
Resuilt of traditional mean shift; (c) Result of structured  jterations is increased, but the calculation of
mean shift; (d) and (€) is zoomed region of figure 4 (b)  efficiency is the same it possible.
(c) respectively.
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Figure 8: Performance comparison.

5. CONCLUSIONS

According to the principle of mean shift

and improved, the above points less than the target
where our further research.
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