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ABSTRACT

The evaluation algorithm is based on the attribatiedata objects. There is a certain correlatiotwben
attributes, and attributes are divided into keyilaites and secondary attributes. The evaluatiom fthe
data objects in a hierarchical design based on d&éyjbutes can reduce the data size and algorithm
complexity, and without prejudice on the basis wéleation results can improve the accuracy of the
algorithm. This paper proposes an algorithm offaite reduction based on rough set and the hidcaich
evaluation based on fuzzy set. The algorithm ofan@hical fuzzy evaluation based on attributes cédn

is described in detail by example. According to dmalysis of the current evaluation of e-commerce
customers, a superposition method based on fuzajuation algorithm is presented. After Clustering
analysis of customers, then the evaluation analydidve processed on the clustered data. Thera éweof
uncertain data of customer clustering, so the tiadil method of classification and evaluation he t
incomplete data will be very complex. Superpositwaluation algorithm based on fuzzy set can imgrov
the reliability and accuracy of e-commerce custom&luation. Evaluation of the e-commerce customer
also can improve efficiency, service quality andfpability of e-commerce businesses.

Keywords: Rough Set, Attributes Reduction, Fuzzy Set, Fuzzy Evaluation, Smilarity Relation Matrix

1. INTRODUCTION the problem can directly derived from the
classification of knowledge of a given starting
Following the rapid development of electronicindiscernible relation[2]. The data objects can
commerce, which brought a huge number ofxport a minimum feature set of attributes, and do
customer groups, and how to classify and evaluatet affect the classification accuracy of the
the customers is very important. According to theimension of feature vectors. Since many
customer's transactions, characteristics of thencertainties in the value of the attributes, the
customer information, customers can be classifieglaluation algorithm of key attributes is designed
and evaluated and given the levels. E-commerdmsed on fuzzy set after attributes reduction.
services can be improve efficiency in the future
based on the actual conduct of targeted customey, ,
and increase customer attention and interest levét,
thereby enhancing the profitability of e-commerce
[1].Because of the ambiguity of customer behavio
a comprehensive evaluation is designed based
fuzzy superposition algorithm in this paper.

ATTRIBUTES REDUCTION

; Data object is described as S = (U, A), U is the
8 t of objects and A is the set of attributes. Some
atfributes is redundant, while maintaining the same

Because of the object characteristics of thin lassification ability of the objects, we can delet

. . . : . ese redundant attributes, that is, knowledge
with a particularly high dimension vector proloertyreduction after reduction of excess property can
description, make it difficult to conduct effective ' property

evaluation, and comparison between the calculat(%) tain the minimum attributes set. If ind (B) = ind
’ -{a}), where B belongs to A, &A, so attributes

\éector will further increase the_ capacity of thmg?ﬂf B can be reduced. A set of objects may exist in
ough set is a new mathematical tool to deal wit

incomplete and uncertain knowledge, and its ma@ee}/iire"’:jl Ztstnt%léteir?t;?g:((::ttilc(;r?sc;fTudcltgaer rgf?:gtt;:glsta
feature is not given in advance the number o

certain characteristics or properties described, bElassn‘lca'uon of important attribute. Stratifiechch
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hierarchical analysis using fuzzy comprehensiviunction of keyword property value is: (S§;) = F
evaluation of key attributes is to determine theele (S)) / (S + $5...Sy) * P (K;).After pretreatment

of a certain standard of meaSUring and CompariﬂﬂjstomerS, we can design an appropriate fuzzy

the various factors, and then give their relativ%lustering algorithm of customer data[8].
importance quantitative form, the proportion of

weight matrix by calculating the weight ratio okth  (2)Set up the fuzzy similarity relation R of U.
largest eigenvalue matrix and its correspondinghe order of R matrix is |[U|, m is the number of
orthogonal eigenvectors can be obtained by thatributes. Using Euclidean distance formula shown
level of the weight of each factor[3]. Algorithmin (3), we can calculate the matrix elements;ahr
design steps are described as follows. R.

(1)According to the actual situation of data 1 i=j
objects, we can select some attributes as evatuatio
attributes.

rij = U )
(2)The set of attributes reduction can be derived 1 M a2 %]
. o ) i o > (sk-gKk)
from discernibility matrix and discernibility me2q

function[4]. Discernibility matrix is shown in (1).

M@B)={m(,)Inxn 1<l j<n} (1) (3)The graph G = (V, E) can be obtained by R,
where, m (I, j) = {a€ A | a ()# a (j) and d (i) a@nd the maximum spanning tree as T = (V, TE)
dGhn=|U] from G can be calculated using Prim algorithm.
) o o _ ) (4)According to the practical problems to set an
_ (3)Discernibility function is shown in (2} is  appropriate. & [0,1], T (e) is the weight of edge e,
V', s "A". if T (e) <\, edge e will be removed, the connected
A= 2 component is the classification basedon
(i j)DHU U 2m.J) @) (5)The evaluation factors set U according to the
' type of customer attributes is divided into sub-set
(4)Attribute reduction and nuclear can be derivedenoted by b U,, ... Usand shown in (4).
from the minimal disjunctive of distinction S A D
function, which can deduce an attributes set of iL:JlUi'U’U' nuj=0 (#j) @
critical evaluation[S]. Where Ui ={ui Uiz...,un} (i=1,2,...,8) and

3. FUZZY EVALUTION ALGORITHM ini =n.n :|U|
i=1

Customer's  attribute can be e-commerce (g)Set up evaluation set V = {Ws, ... W}, the
transactions based on behavioral characteristiqﬁeight distribution of Yis A ={a, as..., an} .
also it can be static characteristics of the custom . ~1 T
and the attribute can be looked as the basis &€ evaluation factors are the fuzzy mapping from
cluster analysis. In the classification procesg tHhe Yt F (V) shownin ().

keywords are divided into different classes for f:U - F(V),0ubdU

different levels of customer types. Membership G f(u-)=m+£+---+% (5)

function will convert all the data values less than L T T . Vim

equal to 1, so the next step of the fuzzy clustgerin

can be carried out[6]. Where 0< rij <1, 1<i<n, 1<j<m
Fuzzy set A in the domain U, with a membershifyzzy relation ~ can be derived from and

function [, to describe it, namely: &> [0,1], for  get the fuzzy matrix shown in (6).
any u€ U, there is u— (u), (u) € [0,1], KA(u)

is the membership of element u to set A, which
represents the degree of u belongs to A[7]. The fao rz2 - I'mm ©)
designing of fuzzy superposition evaluation
algorithm is shown as follows.

(1)Let U be the customer domain; id the No.i
customer, i€ 1,2,3 ... n, Ais the No.j attribute of
U,j €1,2,3... m, pis the value of thnd A, P (K)
is the weighting coefficients of;AThe membership
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R; is the single factor evaluation matrix of, 5o Table 1: Initial Data Objects
the first-class comprehensive evaluation s

R = A oR =(bybiz...bim) (i=1,2, ..., s)[9].
(7)As an element for each;Uusing B; as its U, | 0.574| 0.257| 0.704 0.47f 0.400...
single factor assessment, the evaluation matrix (s

U Ax Az Az As As o | AR

U, | 0.577| 0.277| 0.084 0.57f 0.2Q0...

shown in (7).

Bl Us | 0.576 | 0.067| 0.70Q0 0.57f 0.5Q00...

bir b1z - bm
Bol |ba ba - ban Us | 0572| 0.277| 0739 0577 0.5Q0...

R=1" |= (7)

Us | 0.533| 0.200f 0.133 0.200 0.287...

: bas bs2 -+ Dbsm
Bs U; | 0.533| 0.210{ 0.70Q 0.27Fy 0.2747-.-

(8)It is the single-factor evaluation matrix of {U U, | 0533| 0200 0.608 0577 0.540...
U,, ..., U}, each U reflecting the certain property of
U, the importance can be given according to their u, | 0.578| 0.143] 0.700 0.27F 0.540...
weight distribution as A=(a;,as,--,a:) ,the
second-class evaluation as

B=AoR ,B=(bybz- bm), Uw | 0.579| 0.206] 0.804 0.20p 0.271...

it is the V on a fuzzy set. If the evaluation réssl|
not 1, it should be normalized.

(9)According to some property of a higher level, a (2)After reduction we can get the key attributes
subset S can be divided into more advanced sub-s28, {A2, A3, A4} and the second layer attribute as
then return above steps. At last, we can constitute{Al, A5}. A two-tiered evaluation system for fuzzy

Uy | 0.533| 0.207| 0.403 0.57f 0.530...

multi-class fuzzy evaluation. evaluation can carried out then. To analyze the
evaluation system conveniently, we simplify the
4. EXAMPLE ANALYSIS system accordingly, but does not affect the

algorithm analysis[9]. According to the type of
Data objects is shown in Table 1. It includedttribute value and the membership function, we

objects { ...Upand attributes A...A,. We take Top can calculate the membership degree of each
5 attributes for analysis, the distinction matrix i attribute, and the membership value is as thealniti

shown in Table 2. value for classification. Original customer data is
(1)According to Table 2. we can get distinctiorshown in Table 3., where C is the customer, CA is
function as follows: the transaction attribute.

A=AV As) A (A V A A (Ag V Ag) A (3)Through the mapping of membership function,
Ay N (A3 V ALV As) A As A (A1 V AV Az data can be initialized shown in Table 4., the galu
VA) N ALV AV As) A (AL V A,V AV are changed to the values less than or equal to 1,
A) A (AsV AY)AN AV A) AN (ALY A,V A;  and the values reflect the dependence of the
VA A ALV A) A (A V As) A Ay A (A, attribute.

AsV ALV As) A (A2V AV As) A (AL V Ay (4)Fuzzy similarity relation matrix R shown in
AN ALYV AY N (ALY A3V ALV As) = A, A Table 5. can be calculated using Euclidean.

As A\ Ag (5)The graph G = (V, E) can be derived by R,
and the maximum spanning tree T = (V, TE) from
G can be calculated using Prim algorithm, where |
V|[=10,| TE|=9. Sét= 0.310, remove the edge
of value less than, the connected component is
shown in Figure 1.

(6)Thus, customer classification can be obtained as
follows: C1 = {c1, c2, c5, c6, c7, c8, c10} ,C2 =
{c3, c4}, C3 = {c9} ,Set z0 = 0.250, the ratio diet
number of classes less than z0 should be deleted. P
(C1) =71/10 =0.700, P (C2) = 2 / 10 = 0.200,
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P(C3)= 1/ 10 = 0.100, So, C1 can be used as
sample class for fuzzy evaluation.
Table 2: Distinction Matrix
U, Us Us Us Us U, Us Us
U,
Uz
Us 3,5
U, 3,4,5 3
Us 1,2,3,4,5 1,2,3,4 12,34 12,3,4
Us 12,5 12,45 12,45 12,45 34
U, 12,35 1,2 1.2 34,5 45
Us 2,345 2,4 2.4 1,2,3,4,5 1,25 1,24
Us 1,2,4 12,35 1,2 1,2 34,5 4,5 2 2,34,
Uso 2,45 2,345 2,45 2,45 13 1,4 1,4, 2,45 153,4
Table 3: Original Customer Data
c CA; | CA; | CAs | CA, | CAs
C: | 233 | 515| 401| 113| 123 ¢4 O
C, | 121 | 410 | 502| 143 280 30 Oco
cl
C; | 126 | 228 | 335| 89 | 118 c2
C, | 110 | 317 | 465| 221 217
@
Cs | 360 | 162 | 865| 213| 322 O c8
OC6 c7
c5
Coe | 215 | 159 | 634| 112 264 cl0
C 129 | 194 | 487| 319| 285 .
! Figure 1: Connected Components
C 139 | 113 | 695| 120| 279 : . .
i W(7)Customer evaluation grades are divided into
Co | 462 | 245 | 750| 250 104 four grades (excellent, good, middle, bad). The
Co | 300 | 596 | 362| 201 119 weight of first-classis:  ={0.35,0.30,0.18,0}.
The weight of second-class is:  ={0,32.40
Table 4: Initialization Customer Data , 0.28}; ={0.28, 0.20, 0.18, 0.19, 0.15};
c CAL CA3 CA3 CA CAS 3{5)84}0 0.31, 0.29}; ={0.32, 0.30, 0.20,
C: | 0133 0133 0301 0300 0400
C 0333 0133 0.30d 0357 0133 The weight of third-class is: ={0.450.35,
c, 0257 0357 0500 0350 0.400 0.20}; ={0.25 0.22, 0.18 0.19,0.17}.
Cs 0533 0.357 0.400 0.357 0.300 (8)The fuzzy evaluation matrix is shown in (8)
C. 0.357 0.357 0.051 0.45F 030 and fu_zzy evaluation result of second-class is
shown in (9).
Cs 0.457 0.057 0.500 0.257 0.400
c, | 0257| 03571 0500 0457  0.400 027 045 018 01
Ce | 0533 0300 0133 0300 0357 Ru=/020 021 037 02 (8)
Co | 0433 0300 0500 0357  0.357 0.23 0.24 038 0.1
Cw| 0533 0.300 0.500 0.457 0.300
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Bu=Wie Ru
(0.4500.27)0 (0.35] 0.20) (0.20 0.2F 9)
1 (0.4500.45)7 (0.38] 0.21) (0.Z0 0.2
(0.45010.18)7 (0.35 0.37) (0.20 0.3
(0.4500.10)J (0.35] 0.22) (0.20 0.1
=(0.27, 045 0.35 0.22).
Table 5: Fuzzy Smilarity Relation Matrix R
U U, Us Ua Us Us Us Us Us
Us
U, | 0.042
Us | 0213 0.225
Us | 0223 0.211 0.130
Us | 0.149 0.130 0.270 0.240
Us | 0.237 0.237 0.126 0.130 0.270
U; | 0242 0.242 0.089 0.094 0.255 0.089
Us | 0.052 0.079 0.223 0.244 0.133 0.257 0.251
Us | 0.186 0.191 0.073 0.099 0.260 0.126 0.115 0.211
Uo | 0.235 0.235 0.099 0.094 0.258 0.066 0.042 0.248  070.1

The normalized result is obtained:
B1:= (0.20,0.35,0.25,0.20).

Using the same algorithm can be obtained:
Bi2=(0.21,0.40,0.25,0.14),

Bis= (0.22,0.38,0.21,0.19).

Bi=WiocR1

(0.32000.20)1 (0.401 0.21) (0.28 0.2
_|(0.3200.35)1 (0.401 0.40) (0.28 0.3
| (0.3200.2501 (0.4@ 0.25) (0.28 0.2

(0.3200.2001 (0.40] 0.14) (0.28 0.1
=(0.22,0.40,0.25,0.20

(10)
B=W-R

(0.3500.2000 (0.3@ 0.15) (0.I8 0.25) (0.07
1 (0.3500.4010 (0.30) 0.35) (0.18 0.40) (0.17
~1(0.3500.2000 (0.300 0.26) (0.I8 0.10) (0.17

(0.3500.200 (0.3@ 0.24) (0.I8 0.25) (0.07

=(0.20,0.35,0.26,0.24

(9)The normalized result is obtain@d:=
(0.20,0.40,0.20,0.20). Using the same algorithm can
be obtained:

B2=(0.15,0.35,0.26,0.24),

Bs = (0.25,0.40,0.10,0.25),

B4=(0.24,0.30,0.17,0.29).

(10)According to the second-class evaluation
results matrix, first-class level evaluation shoiwn
(10) can be derived.

(11)The normalized result;

B =(0.18,0.34,0.25,0.23). Based on the

maximization of fuzzy set membership, the
evaluation results of customer class C1 can be rate
as “good”.

(11)

oo oo
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5. CONCLUSION Fuzzy Systems, Vol.16, No.l, 2008, pp.145-
161.

The division of attributes at different levels of[4] Xiaohong zhang, “Topological Residuated
data objects can provide a more detailed evaluation | attice: A Unifying Algebra Representation of
by key attributes. Rough set method can divide Some Rough Set Models”, LNCS: Rough sets
attributes into key attributes and secondary and knowledge technology, Vol. 5589, 2009,
attributes. The evaluation of the key attributes pp.102-110.
reflects the importance of key attributes, an ] Hexiang Bai, Yong Ge, “Handling Spatial-
increases  the accuracy and efficiency. The™ cqrelated Attribute Values in a Rough Set”,
remaining key attributes and secondary attributes | \cs: Computational  science and its

can also be layered to form a multi-evaluation applications, Vol. 5592, 2009, pp.467-478.

system. We adopt a comprehensive fuzz i N i
evaluation strategy, it can eliminate the intenfier YG] DHeL?r?gN(ér;]%aCnZen"‘iﬁ ngge’nmzszg L;%’ dilhefr(])gr]

of uncertain data, and get a more objective . . .
consumer-to-business electronic commerce”,

evaluation results. . o
X i Expert Systems with Applications, Vol.34, No.1,
The evaluation of e-commerce customers adopts 2008, pp. 469-481.

multi-class structure and takes the static and al )
dynamic attributes into account. The evaluatioh’] Yan Zou, Zhi Xiao, “Data Analysis Approaches
result is an important reference for commercial Of Soft Sets Under Incomplete Information”,
distribution of e-commerce businesses. The weight Knowledge-Based Systems, Vol. 21, No. 8,
factors and the fuzzy evaluation algorithm can be 2008, pp. 941-945.

adjusted according to the actual customer data. [8] C. W. Gao, H. Z. Cheng, H. B. Zhai, “Fuzzy
designation of superposition algorithm to evaluate Evaluation Model for Uncertainties in Electrical
e-commerce customers, compliance with  Network Planning”, International Journal of
requirements of enterprise, true reflection of the Power & Energy Systems, Vol. 28, No. 3, 2008,
needs and behavior of customers and adaptive Pp.298-304.

algorithm for data processing are all to bg9] K. Saffu, J. H. Walker, R. Hinson, “Strategic
considered. Tested by actual data analysis, cluster Value and Electronic Commerce Adoption
analysis can reduce the size of customer data and Among Small and Medium-Sized Enterprises in
data noise, and the key class evaluation analgsis c  a Transitional Economy”, The Journal of
improve the evaluation efficiency of e-commerce Business & Industrial Marketing, Vol. 23, No. 6,
customers. 2008, pp. 395-404.
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