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ABSTRACT 
 

In the vision navigation system, the transformation from image coordinates to world coordinates is the 
essential part for the autonomous robot field based on crop rows detection using single camera. An approach 
of correcting the errors of the vision system is proposed in this paper, which can correct the errors of the 
target coordinates on the ground according to the theory of the lens distortion and coordinate transformations, 
and furthermore, the third-order B spline interpolation was used to improve the performance of the vision 
navigation system for the field autonomous robot. The experiment was implemented using the data obtained 
from the target board image, and the experimental results show that the approach proposed in this paper is 
effective. 
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1. INTRODUCTION 
 

It has been a long time since people began to 
utilizing machine vision in agricultural vision 
navigation. For the purpose of evaluating the 
accuracy and stability,  the imaging characteristics, 
grey scale characteristics and structural 
characteristics of the crop rows are all used in the 
vision navigation system, such as the crop rows 
intersection as a virtual point out of the image, the 
grey scale differences between crop rows and the soil 
backgrounds, the parallelism of crop rows, etc.[1-3] 
But the research on  coordinates transformation and 
lens distortion correction is inadequate, and the 
method of ameliorating the accuracy of the vision 
navigation system is lacking. For a multiple crop 
rows detection technique used in full vision-based 
navigation system, the decision made by artificial 
intelligence depends on the parallel structure of crop 
rows, transformation between image coordinates and 
world coordinates, and the status parameters of field 
robot such as velocity, acceleration, etc. Thus, after 
the coordinates transformation and lens distortion 
correction, the correctness of the vision navigation 
parameters are valuable and necessary for the field 
robot automatically walking along crop rows. 

2. OBTAINMENT OF THE COORDINATES 
FOR THE VISION SYSTEM 

 
2.1 LENS DISTORTION CORRECTION 
 

The images obtained from the camera suffer from 
a spatial distortion, referred to in optics as radial 
distortion, or tangential distortion, especially for 
wider-field lenses. Some points in image deviate 
from the initial positions because of the distortions. 
This inhomogeneous image may lead to false feature 
extraction and pattern recognition. However, the 
tangential distortion in this agricultural application is 
not very serious, only the radial distortion needs to be 
considered. The invariance cross-ratio is applied to 
calibrate the camera radial distortion.[4] 

For four world points A( ax
, ay

, az
), 

B( bx
, by

, bz
), C( cx

, cy
, cz

), D( dx
, dy

, dz
), 

lying on a same line in a calibration target, their 
cross-ratio (CR) can be obtained in advance, and 
written as Eq. 1[5] 
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Assuming the image coordinates of points 

A,B,C,D 

are
( , )ia iax y

,
( , )ib ibx y

,
( , )ic icx y

,
( , )id idx y

, 
according to the cross-ratio invariability, the 
following equation exists, shown as in Eq. 2 
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（2） 
Generally, one-order radial distortion is enough to 

describe the camera nonlinear distortion. The 
distortion model can usually be expressed as Eq. 3 
[6] 
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    （3） 

where ix
 and iy

 are the unobservable 

distortion-free image coordinates; d
x

 and dy
 are 

the corresponding image coordinates with distortion; 

r is the distance from a point (d
x

, dy
) to the center 

of radial distortion. Eq. 3 can result in the following 
relations, shown as in Eq. 4 
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（4） 

Based on Eq. 1 and the four points 
( , , )a a aA x y z

 

( , , )b b bB x y z
, 

( , , )c c cC x y z
, 

( , , )d d dD x y z
, 

and substituting Eq. 2 for Eq. 4, the distortion 

parameters, 1
k

, 2k
 can be obtained. Based on the 

Eq. 3 and the given image coordinates, the distortion 
can be corrected, as shown in Fig. 1 

 

       

 A)Before Correcting Distortion 

 

B) After Correcting Distortion 

Fig. 1 Comparison Of The Result Images About The Radial 
Distortion 

2.2 COORDINATES TRANSFORMATION 
 

The navigation information should be founded on 
the world coordinates, so the coordinate 
transformations must be taken. The relation between 

image coordinates ,( )i ix y
and CCD(Charged 

Coupled Device）coordinates ,( )x y
are depicted as 

follows, as shown in Eq.(5)[7,8] 
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           （5） 

where
( , )x yc c

is the center of image coordinates. 
,dx dy are the scale of the camera, in mm per pixel; 

sx  is the aspect ratio; 
( , )x yc c

, ,dx dy , sx  can be 
obtained from the camera calibration. 

  As shown in Fig. 2 and Fig. 3, the definition of 
the camera coordinates are: 

1x
 axis is the same as x  axis; 

1y
 axis is the same as y  axis; 

1z  axis is aligned with the optical axis; 

The center of the coordinates is the center of the 
pin-hole model; 

As all the points in the image are on the ground 
plane, the equation below exists, as shown in Eq.(6) 

1 1cos sin 0y z hθ θ− − =
                                  

          （6） 
where h is the height of the camera. 

According to the pin-hole model, the following 
equation also exists, as shown in Eq.(7) 

1 1 1x y z

x y f
= =

   
        （7）  

where f is the focal length of the camera. 

 

Fig. 2 Position OF THE CAMERA 

 

 

Fig. 3 Camera Coordinates, Side View 

 
As shown in Fig. 3, the definition of the world 

coordinates are: 

2x
-axis is the same as 1

x
-axis; 

2y
-axis is perpendicular to the ground plane; 

2z
-axis is parallel to the ground plane, it is the 

projection of the optical axis on the ground plane, as 
shown in Eq.(8) 
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According to Eq. 6 and Eq. 8, the following 
equation exists, as shown in Eq.(9) 
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          （9） 
Based on Eq. 5, Eq. 6, Eq. 7, Eq. 9, the world 

coordinates
( , )w wx z

(equivalent to 2 2( , )x z
) which 

are defined over the ground plane, can be expressed 
in Fig. 5, the result can be seen that the perspective 
projection of the target board image has been 
transformed to the world coordinates, but the errors 
of the coordinate transformation also exist. 

 

Fig. 4 Image under the world coordinates 
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3. EXPERIMENTS AND DISCUSSIONS 
 

3.1 Images Obtainment 
In order to obtain the improvement of the vision 

navigation system of field robot, Fig.1. (a) was 
regarded as a typical image of the target board image 
acquired in the laboratory of Computer Science 
School of Inner Mongolia University, using a 
Chinese microvision digital camera 
(MV-VD030SC), single lens reflex, 8mm focus. The 
positioning parameters of the camera were listed, the 
tilt angle:45 degree; the height of the 
camera:705mm; the roll angle:90 degree; the yaw 
angle:90 degree; the distance between the camera 
and target board:608mm. The white points in the 
target board image were parallel, which could 
simulate the structure of crop rows, and their 
coordinates were obtained by hands, or using the 
algorithm presented in this paper to improve the 
performance of the vision navigation of field robot.  

3.2 Experiments Based On The Target Board 

In order to test the accuracy and stability of the 
single camera vision navigation system after the lens 
distortion correction and coordinates transformation, 
the target coordinates (white points) on the board 
placed on the ground were tested in this experiment, 
as shown in Fig. 1. The coordinate data were 
collected by using a tapeline from the white points 
from the 2nd column, 4th column, 6th column, 8th 
column and 10th column, and then, the 
corresponding test results using the algorithm 
presented in this paper were also obtained through 
inputting the corresponding image coordinates. In 
order to avoid the interference of the measurement 
errors, the mean errors from the absolute differences 
of the actual and tested coordinates corresponding to 
each column are utilized to evaluate the performance 
of the algorithm in this paper in terms of x, y axis 
orientation mean errors and angle error, as shown in 
Fig. 5.  

 

 
Fig. 5 Error Comparison Of Coordinates And Angle 

Obviously, the mean errors in x, or y orientation 
are reduced after correcting distortion (as blue line 
shown in Fig.5.(1), Fig.5(2), respectively), and at the 
same time, the angle errors also are reduced. 
However, the error curves are not velvet, especially, 
the angle errors are also important for the turning of 
robot field. And the symmetries of the error curves 
are not good, especially for angle error curve. 
Because the sixth column is consistent with the 
optical axis of the camera, those error curves in Fig.5 
should have good symmetry about this column. But, 
the results shown in Fig.5 indicate that the errors may 
affect the accuracy and stability of the vision 
navigation system for field robot.  

3.3 Correctness Of The Navigation Parameters 

B spline method is a good approximation 
technique [9] for smoothing the error curves, which 
can integrate the history records and present status 
information of the application system to predict its 
next position or orientation for field robot. In this 
paper, the points in each column tested in the 
experiments were lined like crop row line 
recognized, and its position and orientation can 
provide the navigation information for field robot 
vision system. Therefore, the third-order B spline 
interpolation is used to predict the track of the points 
tested in target board image, as shown in Fig. 6. 
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Fig. 6 Error Comparison After Interpolating Using B 

Spline 

Obviously, for x axis orientation errors, the error 
curve is less changed after interpolation using the 
third-order B spline, as shown in Fig.6.(1). However, 
the curves of the y axis orientation and angle errors 
are greatly changed, as shown in Fig.6(2) and 
Fig.6(3). And their symmetries after interpolation are 
improved better than before (see the green line in 
Fig.6.(2) and Fig.6.(3)). Furthermore, as shown in 
Fig. 7, the tracks of the tested points of each column 
coincide with the corresponding actual points 
column, and the errors of x and y axis orientations 
only millimeter level,  the maximal angle mean error 
only 0.35 degree. And the good performances of the 
third-order B spline can provide less error control for 
field robot walking along crop rows. 

 
Fig. 7 Tracking Path Using The Third-Order B Spline 

Interpolation 

4 CONCLUSIONS 
 

In this paper, the typical experiment was designed 
to simulate the field robot walking in crop rows field 

using the target board image. And the positioning 
parameters of the camera were set according to the 
actual experiences in the field work for the field 
robot automatically walking along the crop rows. 
The lens distortion correcting and third-order B 
spline interpolation are used to improve the 
performance of the vision navigation system of field 
robot. The accuracy and stability of the vision 
navigation system are improved, with the mean 
errors of x and y axis orientations only millimeter 
level, the maximal angle mean error is only 0.35 
degree. And the proposed algorithm is proved to be 
effective. 
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