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ABSTRACT 
 

The short-term traffic flow prediction is of great importance for traffic control and guidance. This paper 
presents an approach using a Sugeno fuzzy inference system whose input space is participated by a 
Gaussian mixture model and parameters are estimated by the least square estimation method. The proposed 
approach was evaluated on a benchmark problem of the Mackey-Glass time series and the collected traffic 
flow data via a comparison made with one of well-known methods. The experimental results indicate the 
proposed method is effective and competent. 
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1. INTRODUCTION  
 

In intelligent transportation systems (ITS), not 
only real time data of traffic flow is of great 
importance for traffic control and guidance, but also 
live and accurate traffic flow prediction can help to 
reduce unexpected malfunction in transportation. 
However, the road traffic system is a complex, 
open, and time-variant system which often exhibits 
highly randomness and uncertainty. This may well 
explain why accurate long-term prediction is not 
achievable and therefore much research efforts have 
been devoted to the short-term prediction (usually 2 
to 15 minutes ahead). One primary methodology of 
the short-term traffic flow prediction is that the 
future state of the traffic system can be inferred 
from its previous states based on their correlation. 

In literature, a wide spectrum of modeling 
methods has been adopted for the short-term traffic 
flow prediction, such as artificial neural network 
[1-2], regression model [3-4], Bayesian network 
[5], fuzzy logic system [6], and hybrid approach [7-
8] etc.  

Whenever the field knowledge is not available or 
incomplete to construct a model, the fuzzy 
inference system (FIS) is commonly one of the 
popular choices in that it is tolerant to noise, 
resistant to uncertainty, interpretable, easy to 
incorporate expert and field knowledge [9]. Two 

types of FIS, namely Mamdani FIS [10] and 
Sugeno FIS [11] are widely accepted and applied to 
solve many real-world problems. Sugeno FIS is 
similar to Mamdani FIS in many aspects, but the 
output membership functions of Sugeno FIS are 
either linear or constant. As Sugeno FIS simplifies 
the defuzzification process, it is often adopted for 
the application that has a tight time constraint.  

To construct a Sugeno-type fuzzy predictor 
mainly involves structure identification and 
parameter estimation, after determining the inputs. 
The clustering analysis is of great advantage as it 
not only defines the rules but also estimates the 
membership function parameters for the inputs 
simultaneously. The clustering techniques 
commonly used to build a Sugeno FIS are fuzzy c-
means [12] and subtractive clustering methods [13]. 
After obtaining the rules from clustering results, the 
output from a typical Sugeno FIS is a weighted 
average of the output of each rule. And, the weights 
are normally estimated using the least square 
estimation technique [14]. 

The prediction method presented in this paper is 
in essence a Sugeno FIS. Before constructing a 
Sugeno FIS, the raw data is preprocessed by a 
wavelet technique to reduce the noise level. Then a 
clustering is performed using a Gaussian mixture 
model for structure identification and the weights 
for each rule are estimated by the least square 
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estimation method. The next section is devoted to 
the detailed description of the algorithm developed 
to construct the fuzzy predictor. Following that, 
evaluation is presented before the paper is 
concluded. 

2. CONSTRUCTION OF SUGENO FUZZY 
PREDICTOR 

 
2.1   Rule Base Identification 

To create a Sugeno FIS, a Gaussian mixture 
model is firstly constructed by applying the 
Expectation Maximization (EM) algorithm to a set 
of the d-dimensional training data x = (x1, x2, …, xN) 
and then the mixture model is used to determine the 
rule base. 

A mixture of K component Gaussians can be 
expressed as follow: 
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where f(x; vk, Σk) is the probability density function 
of kth component Gaussian with mean vector vk and 
covariance matrix Σk , and its weight wk satisfies 
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To determine the parameter vector θ (i.e., wk, vk, 
and Σk for each component) for a Gaussian mixture 
model by EM, an unobserved latent variable y is 
added and this latent variable determines the 
component from which the observed data x 
originates. Thus, the log-likelihood function can be 
formulated as follow: 
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The EM algorithm fits a mixture model to a set 
of training data by alternately performing between 
Expectation step and Maximization step. 

Suppose the current step is at t step. 

Expectation step: Firstly, the conditional 
distribution of y given x under the current estimate 
of the parameters θ(t) is determined by Bayes 
theorem; 
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Then, the expectation of the log-likelihood 
function can be calculated as follow: 
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Maximization step: Update the parameters that 
maximize the expectation of the log-likelihood 
function obtained in Expectation step. 
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wk, vk, and Σk for next step (i.e., t+1 step) is 
derived as follow: 
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The process terminates either a per-defined 
number of iterations is exceeded or the parameters 
improvement between two consecutive iterations is 
less than the minimum amount of improvement pre-
defined. When the mixture models are ready to use, 
a clustering is subsequently performed on the 
recorded data. Then the rules can be extracted from 
the clustering results and the number of rules for 
the FIS is the number of clusters determined. 
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2.2 Parameter Estimation 
As Gaussian membership function is adopted for 

the premises of FIS, the clustering results can be 
directly used to determine the parameters for the 
membership functions. To obtain a weight for each 
rule, we use a well-known method, least square 
estimation [14]. 

3. EXPERIMENTS 
 

To evaluate the proposed approach (GMM-FIS 
for short), a benchmark problem, the Mackey-Glass 
time series, and a time series recorded for the traffic 
flow of a road in Beijing on November 1, 2006, 
were used and a well known approach, here called 
FCM-FIS [13], was selected for comparison 
purpose. The performances of FCM-FIS and 
GMM-FIS at training and prediction stages were 
examined based on the statistical criteria, Mean 
Absolute Percentage Error (MAPE) [6] and 
Normalized Root Mean Square Error (NRMSE) 
[15], as expressed in Equation 10 and 11. While 
MAPE can give us an idea about the averaged 
absolute relative error, NRMSE is able to identify 
which one is better when comparison is involved. 
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where )(iy  and )(iy~  indicate the ith true and 

estimated vales of N length time series respectively, 
and σ  is the standard deviation of the true values. 

In order to make a fair comparison, two 
prediction algorithms were performed with as same 
parameter settings as possible. Due to the random 
initialization for the two prediction approaches (i.e., 
the initial centers generated randomly by the FCM 
and GMM algorithms), each experiment was 
independently conducted for 100 times and the 
averaged mean values are reported in this section. 

3.1   Mackey-Glass Time Series Prediction 
The Mackey-Glass time series is commonly used 

as a benchmark to test model identification and 
prediction, as it exhibits chaotic characteristics 
when the time-delay τ  is large enough (e.g. τ  is 
17 in our test) [14]. In the experiments presented in 
this sub-section, the first 500 data of the Mackey-
Glass time series was selected as the training set 

and the last 500 data as the testing data. Each data 
point in the training set consists of 

6)}( ),( 6),-( 12),-( 18),-({ += txtxtxtxtxx   (12) 

where the input space is constructed by the first 
four components and the last component forms the 
output. Fig. 1 and Fig. 2 show the results obtained 
by the two approaches (FCM-FIS and GMM-FIS) 
against to the actual Mackey-Glass time series 
during training and predicting stages, respectively. 
Note that the results typically generated for one run 
are illustrated in Fig. 1 and Fig. 2. 
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Fig. 1 Prediction Of The Mackey-Glass Time Series By 
FCM-FIS And The Solid And Dashed Lines Indicate The 
True And Estimated Values Respectively (The Upper For 

Training And The Lower For Prediction) 

From Fig. 1 and Fig. 2, it is evident that the 
values estimated by the two test algorithms are 
nearly identical to the true values of the Mackey-
Glass time series, for both training and prediction. 
The invisible differences shown in Fig. 1 and Fig. 2 
disclose litter information to us, the statistical 
results for the performances of the two algorithms 
over 100 independent runs are presented in Table 1 
in a quantitative way.  

It can be found from Table 1 that the MAPEs and 
NRMSEs for prediction are slightly smaller than 
those for training, implying adequate training 
samples have been supplied for the model 
identification. Furthermore, the marginal 
differences between training and prediction indicate 
a good generalization was realized by both 
algorithms. Finally, it can be induced that our 
approach outperforms the FCM-FIS algorithm 
slightly, by the fact that a marginal better values 
obtained by our approach for MAPE and NRMSE. 
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Fig. 2 Prediction Of The Mackey-Glass Time Series By 
GMM-FIS And The Solid And Dashed Lines Indicate The 
True And Estimated Values Respectively (The Upper For 

Training And The Lower For Prediction) 

Table 1. Comparison Of The Prediction Performance 
Using Mackey-Glass Time Series (Mapes And Nrmses 

Were Averaged For 100 Times). 

Criteria  Algorithms Training Prediction 
MAPE 
(100%) 

FCM-FIS  0.5470 0.5342 
GMM-FIS  0.5319 0.5188 

NRMSE 
FCM-FIS  0.0303 0.0300 
GMM-FIS  0.0278 0.0273 

 

3.2   Traffic flow prediction 

The prediction algorithm presented in this paper 
was further evaluated by using the traffic flow data 
collected and aggregated at intervals of 2 minutes 
duration for a road in Beijing on November 1st, 
2006.  

To eliminate the impact of the embedded noise, a 
de-noising process based on wavelet transform 
[16][17] was firstly performed by following the 
general procedures: 1) decomposition: compute the 
wavelet decomposition of the noisy data by 
applying a wavelet (‘db3’ in our case) to it at the 
specified level (2 decomposition levels); 2) detail 
coefficients thresholding: select appropriate 
threshold for each level and apply thresholding 
method (soft thresholding in our implementation) to 
remove the noises; 3) reconstruction: inverse 
wavelet transform of the threshold wavelet 
coefficients to generate clean data.  

By using the first 350 data, the Sugeno FISs were 
constructed by the two algorithms with same 
settings, 2 inputs and 2 clusters. One-step-ahead 

prediction was evaluated for the 350 data just 
beyond the first 350 data. Fig. 3 and Fig. 4 show 
the trained and predicted results by the two 
approaches against to the de-noised data. 
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Fig. 3 Prediction Of The Mackey-Glass Time Series By 
FCM-FIS And The Solid And Dashed Lines Indicate The 
True And Estimated Values Respectively (The Upper For 

Training And The Lower For Prediction) 
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Fig. 4 Prediction Of The Mackey-Glass Time Series By 
GMM-FIS And The Solid And Dashed Lines Indicate The 
True And Estimated Values Respectively (The Upper For 

Training And The Lower For Prediction) 

Marginal differences between the true and 
estimated values obtained by both algorithms for 
training and prediction can be found by a careful 
observation on Fig, 3 and Fig. 4. Again, to get a 
deeper insight, the statistical values averaged over 
100 independent runs are listed in Table 2.  
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Table 2. Comparison Of The Prediction Performance 
Using The Traffic Flow Collected For A Road In Beijing 

On November 1st, 2006 (Mapes And Nrmses Were 
Averaged For 100 Times). 

Criteria  Algorithms Training Prediction 
MAPE 
(100%) 

FCM-FIS  2.3572 1.4541 
GMM-FIS  2.3762 1.4751 

NRMSE 
FCM-FIS  0.0392 0.0451 
GMM-FIS  0.0395 0.0453 

 

In Table 2, the MAPE values generated during 
the prediction stage are smaller than those during 
the training stages for both algorithms, but a revised 
case holds for NRMSEs. This may be caused by the 
relatively smaller true values for prediction than 
those for training, when calculating MAPE 
according to Equation 10. Nevertheless, the 
differences between training and prediction are 
inconsiderable, indicating the two algorithms 
performed reasonably well in terms of model 
generalization. As compared to those for training, a 
slightly higher NRMSEs obtained by the two 
algorithms for prediction implies that the over 
fitting problem is not significant. Finally, the 
negligible differences of MAPEs and NRMSEs 
obtained by FCM-FIS and GMM-FIS indicate that 
our approach is effective and competent.  

4. CONCLUSIONS  
 

This paper presented a prediction method based 
on a Sugeno FIS constructed by a Gaussian mixture 
model and the least square estimation technique. 
The evaluation was performed using the Mackey-
Glass time series and the traffic flow recorded. The 
prediction results obtained by the two algorithms 
were compared. As compared to the well-known 
method used in this paper, the comparison results 
indicate that the prediction approach proposed in 
this paper is effective and competent. Finally, the 
authors gratefully acknowledge the financial 
support provided by Scientific Research Common 
Program of Beijing Municipal Commission of 
Education (KM201010005021) and the Scientific 
Research Foundation for the Returned Overseas 
Chinese Scholars, State Education Ministry 
(32004011201201). 
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