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ABSTRACT 

 
The purpose of this paper is to consider the Mond-Weir type dual model for a class of non-smooth 
multiobjective semi-infinite programming problem. In this work, we use generalization of convexity 
namely ( , )G F θ−  convexity and Kuhn-Tucker constraint qualification, to prove new duality results for 

such semi-infinite programming problem. Weak, strong and converse duality theorems are derived. Some 
previous duality results for differentiable multiobjective programming problems turn out to be special cases 
for the results described in the paper. 
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1. INTRODUCTION  
 

In recent years, there has been considerable 
interest in so-called semi-infinite programming 
problem--the optimization of an objective function 
in finitely many variables over a feasible region 
defined by an infinite number of constraints, since 
this model arises in a large number of applications 
in different fields of mathematics, economics and 
engineering, i.e., control of robots, mechanical 
stress of materials, and air pollution abatement etc.  
We can see in [1, 2]. To date, many authors 
investigated the optimality conditions and duality 
results for semi-infinite programming problems. In 
particular, Kanzi and Nobakhtian[3] established 
some alternative theorems and several necessary 
optimality conditions of Fritz-John and Karush-
Kuhn-Tucher type for nonsmooth semi-infinite 
programming problem. In [4], they also established 
necessary and sufficient optimality conditions 
under various constraints qualifications for 
nonsmooth semi-infinite programming problem 
using Clarke subdifferential. We also refer [5, 6] to 
understand different aspects of semi-infinite 
programming. 

On the other hand, the concept of convexity and 
generalized convexity plays a central role in 
mathematical economics, management science, and 
optimization theory. Therefore, the research on 
convexity and generalized convexity is one of the 
most important aspects in mathematical 
programming. To relax convexity assumptions 
imposed on theorems on optimality conditions for 

generalized mathematical programming problems, 
various generalized convexity notations have been 
introduced. In particular, the concept of 
generalized( , )F ρ − convexity, introduced by Preda 

[7] was in turn an extension of the convexity  and 
was used by several authors to obtain relevant 
results. In [8, 9], the concept of V ρ− − invexity 

and ( , , , )F dα ρ −  convexity were introduced, 

respectively. Furthermore, duality in mathematical 
programming has not only used in many theoretical 
and computational developments in mathematical 
programming itself but also used in economics, 
control theory, business problems and other diverse 
fields. A large literature was developed around 
generalized convexity and its applications in 
multiobjective programming.  Many authors invest- 
igated the optimality conditions and duality results 
for multiobjective programming problems under the 
conditions of generalized convexity. In [10], the 
sufficient optimality conditions and duality results 
were obtained under the generalized convex 
functions.   

In this paper, motivated by the above work, 
several duality results are established for a class of 
multiobjective semi-infinite programming problem 
involving the new generalized convexity 

 
2. DEFINITIONS AND PRELIMINARIES  
 

In the section, we define a kind of generalized 
convex functions about the Clarke subgradient. 
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Let :f X R→  be locally Lipschitz, where 
nX R⊆  is an open set. Then the Clarke directional 

derivative of f atx X∈  is defined by 

0

0

( ) ( )
( ; ) limsup .

y x
t

f y td f y
f x d

t→
↓

+ −=  

The Clarke subgradient is given by 

0( ) { , ( ; ), }.n nf x R d f x d d Rξ ξ∂ = ∈ ≤ ∀ ∈  

Definition2.1. A functional : nF X X R R× × →  

( )nX R⊆ is said to be sublinear about the third 

variable, if for all 1 2( , )x x X X∈ × . It satisfies 

1 2 1 2 1 2 1 1 2 2

1 2

( , ; ) ( , ; ) ( , ; ),

, .n

F x x F x x F x x

R

α α α α
α α

+ ≤ +

∀ ∈
 

1 2 1 2 1( , ; ) ( , ; ), , .nF x x r rF x x r R Rα α α+= ∀ ∈ ∈
                                                     

By the above inequality, it is clear 
that 1 2( , ;0) 0F x x = . 

We suppose that X  is nonempty open subset 
of nR , :f X R→ is local Lipschitz function at 

0x X∈ , : nF X X R R× × →  is sublinear about the 
third variable, : [0,1] , :b X X R R Rφ+× × → →  , 

0 0

0
lim ( , ; ) ( , ), : \ {0},b x x b x x X X R R
λ

λ α ρ
+ +

→
= × → ∈

, : nX X Rθ × →  , where θ  is vectorial application. 

Definition2.2. f  is said to be ( , )G F θ−  convex 

at 0x X∈ , if for all x X∈ , there exists , , ,  b ϕ α ρ  

andθ , such that  

0 0

20 0 0 0

( , ) [ ( ) ( )]

( , ; ( , ) ) ( , ) , ( )

b x x f x f x

F x x x x x x f x

φ

α ξ ρ θ ξ

− ≥

+ ∀ ∈ ∂
 

Definition2.3. f  is said to be strict ( , )G F θ−  

convex at 0x X∈ , if for all x X∈ , there exists 
, , ,   b andϕ α ρ θ , such that 

0 0

20 0 0 0

( , ) [ ( ) ( )]

( , ; ( , ) ) ( , ) , ( )

b x x f x f x

F x x x x x x f x

φ

α ξ ρ θ ξ

− >

+ ∀ ∈ ∂
 

Definition2.4. f  is said to be ( , )G F θ−  

pseudo-convex at0x X∈ , if for all x X∈ , there 
exists , , ,   b andϕ α ρ θ , such that 

0 0 0 0

20 0

( , ) [ ( ) ( )] 0 ( , ; ( , ) )

( , ) 0, ( )

b x x f x f x F x x x x

x x f x

φ α ξ

ρ θ ξ

− < ⇒

+ < ∀ ∈ ∂

   Definition2.5. f  is said to be ( , )G F θ−  strict 

pseudo-convex at0x X∈ , if for all 0,x X x x∈ ≠ , 

there exists, , ,   b andϕ α ρ θ , such that 

0 0 0 0

20 0

( , ) [ ( ) ( )] 0 ( , ; ( , ) )

( , ) 0, ( )

b x x f x f x F x x x x

x x f x

φ α ξ

ρ θ ξ

− ≤ ⇒

+ < ∀ ∈ ∂

    Definition2.6. f  is said to be ( , )G F θ−  quasi-

convex at 0x X∈ , if for all x X∈ , there 
exists , , ,   b andϕ α ρ θ , such that 

0 0 0 0

20 0

( , ) [ ( ) ( )] 0 ( , ; ( , ) )

( , ) 0, ( )

b x x f x f x F x x x x

x x f x

φ α ξ

ρ θ ξ

− ≤ ⇒

+ ≤ ∀ ∈ ∂

     Definition2.7. f  is said to be ( , )G F θ−  weak 

quasi-convex at 0x X∈ , if for all x X∈ , there 
exists , , ,   b andϕ α ρ θ , such that 

0 0 0 0

20 0

( , ) [ ( ) ( )] 0 ( , ; ( , ) )

( , ) 0, ( )

b x x f x f x F x x x x

x x f x

φ α ξ

ρ θ ξ

− < ⇒

+ ≤ ∀ ∈ ∂
 

3. DAULITY THEOREMS 

Now we consider the following multiobjective 
semi-infinite programming problem 

(SIVP) 

1 2min ( ) ( ( ), ( ), , ( ))

subject to ( , ) 0, ,

 .

pimizef x f x f x f x

g x u u U

x X

=

∈
∈

L

≦  

where nX R⊆  is a nonempty open set, :if  

( 1,2, , ),  : andm mX R i p g X U R U R→ = × → ⊂L  

is an infinite index set. We suppose that if  and 

g are locally Lipschitz and Clarke subdifferentiable 

at x . We put 0 { ( , ) 0, , }X x g x u x X u U= ∈ ∈≦   

for the feasible set of problem (SIVP). 

Now we define 

0 0 0

{ ( , ) 0, , };

( ) { ( , ) 0, , };

i i

i i

i g x u x X u U

I x i g x u x X u U

∆ = ∈ ∈

= = ∈ ∈

≦

 

* { ( , ) 0, , }i iU u U g x u x X i= ∈ ∈ ∈ ∆≦ , which is 

countable subset of U ;  
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{ 0, }i i iµ µΛ = ∈ ∆≧ , which means that 0iµ ≧  

for all i ∈ ∆ , and only finitely many are strictly 
positive. 

For any * { ( , ) 0, , }i iU u U g x u x X i= ∈ ∈ ∈ ∆≦ , 

the Mond-Weir type dual model for (SIVP) is given 
by 

(SIVD) 
1

1

max ( )

. . 0 ( ) ( , );

( , ) 0;

0, 1,2, , , 1, ,

p
i

j j i
j i

i
i

i

p

j j i
j

f v

s t f v g v u

g v u

j p i

λ µ

µ

λ λ µ

= ∈∆

∈∆

=

∈ ∂ + ∂

∂

= = ∈ Λ ∈ ∆

∑ ∑

∑

∑L

≧

≧

 

Let

0

1

1

{( , , , ) 0 ( ) ( , );

( , ) 0; 0, 1,2, , , 1,

p
i i

j j i
j i

p
i

i j j
i j

W v u f v g v u

g v u j p

λ µ λ µ

µ λ λ

= ∈∆

∈∆ =

= ∈ ∂ + ∂

∂ = =

∑ ∑

∑ ∑L≧ ≧

*, , }i
i i u U Uµ ∈ Λ ∈ ∆ ∈ ⊂ denote the set of all 

feasible solutions of (SIVD). 

 The following notation conventions are used in 
this paper: 

 For 1 1, , ( , , ) , ( , , )n T T
n nx y R x x x y y y∈ = =L L  , 

where the superscript T  denotes the transpose of a 
vector, 

(i) , 1, ,i ix y x y i n< ⇔ < = L ; 

(ii) , 1, ,i ix y x y i n≤ ⇔ = L≦ , and at least one 

0 0i ix y<  holds for some0i ; 

(iii) , 1, ,i ix y x y i n⇔ = L≦ ≦ ; 

(iv) , 1, ,i ix y x y i n⇔ = L≧ ≧ . 

Definition3.1. * 0x X∈  is said to be a weak 
efficient solution of (SIVP), if there is no 
other 0x X∈ , such that 

*( ) ( )f x f x<  

Definition3.2. * 0x X∈  is said to be an efficient 

solution of (SIVP), if there is no other 0x X∈ , such 
that 

*( ) ( )f x f x≤  

It’s meaning that there is no other 0x X∈ , such 

that *( ) ( ), {1,2, , } j jf x f x j p∀ ∈ L≦ and ( )kf x  
*( ),kf x k j< ≠  .  

Definition3.3. * 0x X∈  is said to be a properly 

efficient solution of (SIVP), if *x  is an efficient 
solution, and there exists a real number 0M > , 
such that for all {1,2, , } k p∈ L , only one of the 

following systems holds: 

* 0

* *

( ) ( ) 0,

( ( ) ( )) ( ( ) ( )) 0,

{1,2, , },

j j

k k j j

f x f x x X

M f x f x f x f x

j p j k

 − < ∀ ∈
 − + −
∀ ∈ ≠

L

≦  

Theorem3.1. (Weak duality)  

Let 0 0, ( , , , )jx X v u Wλ µ∈ ∈ , for 0 , 0,jv X λ∈ ≧  

1,2, ,j p= L  with
1

1, ,
p

j i
j

iλ µ
=

= ∈ Λ ∈ ∆∑ , assume 

there exists 0 0 1 1, , , , , , ( 1,2, , ),j iF b b j pφ φ α ρ τ= L  

( ),i θ∈ ∆  , such that  

(i) 0 0
1 1

( , ) [ ( ) ( )]
p p

j j j j
j j

b x v f x f vφ λ λ
= =

−∑ ∑  

2

1 1

( , , ( , ) ) ( , ) ,

( );

p p

j j j j
j j

j j

F x v x v x v

f v

α λ ξ λ ρ θ

ξ
= =

+

∀ ∈ ∂

∑ ∑≧
 

(ii) 1 1
( )

( , ) [ ( , )]i
i

i I v

b x v g v uφ µ
∈

− ∑ ≧ 

2

( ) ( )

*

( , , ( , ) ) ( , ) ,

( , ), ;

i i i i
i I v i I v

i i
i

F x v x v x v

g v u u U

α µ ζ µ τ θ

ζ
∈ ∈

+

∀ ∈ ∂ ∈

∑ ∑
 

(iii) The complementary condition holds, that is, 
as ( , ) 0jg v u > , we always have 0, ( )i i I vµ = ∈ ∆ ; 

(iv) 0 10 ( ) 0, ( ) 0 0,a a a aφ φ⇒ ⇒ <≦ ≦ ≦  

0 1( , ) 0, ( , ) 0b x v b x v> > ; 

(v)  
1

0
p

j j i i
j t T

λ ρ µ τ
= ∈

+∑ ∑ ≧ . 

Then we can obtain( ) ( )f x f v’ . 

Proof: Suppose that the result does not hold, then 
there exists 0x X∈ , such that ( ) ( )f x f v≦ . It 

follows that there exists at least one indexk , such 
that 

( ) ( ), ( ) ( ),  

{1,2, , },
k k j jf x f v f x f v

j p j k

<

∀ ∈ ≠L

≦
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Since 0, 1,2, ,j j pλ = L≧  with
1

1
p

j
j

λ
=

=∑ , so we 

have 

1 1

( ) ( ) 0
p p

j j j j
j j

f x f vλ λ
= =

−∑ ∑ ≦  

By (iv), we obtain  

0 0
1 1

( , ) [ ( ) ( )] 0
p p

j j j j
j j

b x v f x f vφ λ λ
= =

−∑ ∑ ≦  

Then from (i), we have 

1

2

1

( , ; ( , ) )

( , ) 0, ( )

p

j j
j

p

j j j j
j

F x v x v

x v f v

α λ ξ

λ ρ θ ξ

=

=

+

∀ ∈ ∂

∑

∑ ≦

     (1)  

According to (iii), it follows that iµ ∈ Λ , and not 

all iµ  are zeroes, as ( )i I v∈ . 

Thus we have 

( )

( , ) 0i
i

i I v

g v uµ
∈
∑ ≧  

By (iv), we get 

1 1
( )

( , ) [ ( , )] 0i
i

i I v

b x v g v uφ µ
∈

− <∑  

Then (ii) yields 

2

( ) ( )

*

( , ; ( , ) ) ( , ) 0,

( , ), , ( )

i i i i
i I v i I v

i i
i

F x v x v x v

g v u u U i I v

α µ ζ µ τ θ

ζ
∈ ∈

+ <

∀ ∈ ∂ ∈ ∈

∑ ∑
 

Using (iii) again, we have 

2

*

( , ; ( , ) ) ( , )

0, ( , ), ,

i i i i
i i

i i
i

F x v x v x v

g v u u U i

α µ ζ µ τ θ

ζ
∈∆ ∈∆

+

< ∀ ∈ ∂ ∈ ∈ ∆

∑ ∑
   (2) 

Adding (1) and (2), then by the sublinearity of 
F  and (v), we get  

1

2

1

( , ; ( , )( ))

( ) ( , ) 0

p

j j i i
j i

p

j j i i
j i

F x v x v

x v

α λ ξ µ ζ

λ ρ µ τ θ

= ∈∆

= ∈∆

+

< − +

∑ ∑

∑ ∑ ≦

 

where *( ), ( , ),i i
j j if v g v u u Uξ ζ∀ ∈ ∂ ∀ ∈ ∂ ∈ . 

Hence, we known for all ( )j jf vξ ∈ ∂  and 
*( , ), ,i i

i g v u u U iζ ∈ ∂ ∈ ∈ ∆ , we have 

1

0
p

j j i i
j i

λ ξ µ ζ
= ∈∆

+ ≠∑ ∑  

So we have a contradiction. Hence the result 
follows. 

Theorem3.2. (Weak duality)  

Let 0 0, ( , , , )jx X v u Wλ µ∈ ∈ , for 0, 0,jv X λ∈ >  

1,2, ,j p= L with ,i iµ ∈ Λ ∈ ∆ , assume there 

exists 0 0 1 1, , , , , , ( 1,2, , ), ( ),j iF b b j p iφ φ α ρ τ θ= ∈ ∆L  

, such that  

(i) 0 0
1 1

( , ) [ ( ) ( )] 0
p p

j j j j
j j

b x v f x f vφ λ λ
= =

− <∑ ∑  

2

1 1

( , , ( , ) ) ( , ) 0,

( );

p p

j j j j
j j

j j

F x v x v x v

f v

α λ ξ λ ρ θ

ξ
= =

⇒ + <

∀ ∈ ∂

∑ ∑

    (ii) 1 1
( )

( , ) [ ( , )] 0i
i

i I v

b x v g v uφ µ
∈

− ∑ ≦  

2

( ) ( )

*

( , , ( , ) ) ( , )

0, ( , ), ;

i i i i
i I v i I v

i i
i

F x v x v x v

g v u u U

α µ ζ µ τ θ

ζ
∈ ∈

⇒ +

∀ ∈ ∂ ∈

∑ ∑

≦

    

(iii) 0 10 ( ) 0, 0 ( ) 0,a a a aφ φ< ⇒ < ⇒≧ ≧  

0 1( , ) 0, ( , ) 0b x v b x v> ≧ ; 

(iv)
1

0
p

j j i i
j t T

λ ρ µ τ
= ∈

+∑ ∑ ≧ . 

Then we can obtain( ) ( )f x f v’ . 

Proof: Suppose that the result does not hold, then 
there exists 0x X∈ , such that ( ) ( )f x f v≦ . It 

follows that there exists at least one indexk , such 
that 

( ) ( ), ( ) ( ),  

{1,2, , },
k k j jf x f v f x f v

j p j k

<

∀ ∈ ≠L

≦
 

Since 0, 1,2, ,j j pλ > = L , it follows that 

1 1

( ) ( )
p p

j j j j
j j

f x f vλ λ
= =

<∑ ∑  

According to (iii), we have  

0 0
1 1

( , ) [ ( ) ( )] 0
p p

j j j j
j j

b x v f x f vφ λ λ
= =

− <∑ ∑  

Then (i) yields 



Journal of Theoretical and Applied Information Technology 
 15th October 2012. Vol. 44 No.1 

© 2005 - 2012 JATIT & LLS. All rights reserved.  

 
ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
82 

 

1

2

1

( , ; ( , ) )

( , ) 0, ( )

p

j j
j

p

j j j j
j

F x v x v

x v f v

α λ ξ

λ ρ θ ξ

=

=

+

< ∀ ∈ ∂

∑

∑

      (3) 

Since for all * , ( , ) 0i iu U g v u∈ = , as ,iµ ∈ Λ  

( )i I v∈ , it follows that  

( )

( , ) 0i
i

i I v

g v uµ
∈
∑ ≧  

By (iii), we have 

1 1
( )

( , ) [ ( , )] 0i
i

i I v

b x v g v uφ µ
∈

− ∑ ≦  

Then from (ii), we get 

2

( ) ( )

*

( , ; ( , ) ) ( , ) 0,

( , ), , ( )

i i i i
i I v i I v

i i
i

F x v x v x v

g v u u U i I v

α µ ζ µ τ θ

ζ
∈ ∈

+

∀ ∈ ∂ ∈ ∈

∑ ∑ ≦

 

Let 0iµ = , for all \ ( )i I v∈ ∆ , it follows that  

2

*

( , ; ( , ) ) ( , )

0, ( , ), ,

i i i i
i i

i i
i

F x v x v x v

g v u u U i

α µ ζ µ τ θ

ζ
∈∆ ∈∆

+

∀ ∈ ∂ ∈ ∈ ∆

∑ ∑

≦

    (4) 

Adding (3) and (4), then by the sublinearity of 
F  and (iv), we have 

1

2

1

( , ; ( , )( ))

( ) ( , ) 0

p

j j i i
j i

p

j j i i
j i

F x v x v

x v

α λ ξ µ ζ

λ ρ µ τ θ

= ∈∆

= ∈∆

+

< − +

∑ ∑

∑ ∑ ≦

 

Where *( ), ( , ),i i
j j if v g v u u Uξ ζ∀ ∈ ∂ ∀ ∈ ∂ ∈ . 

Hence, we known for all ( )j jf vξ ∈ ∂  and 
*( , ), ,i i

i g v u u U iζ ∈ ∂ ∈ ∈ ∆ , we have 

1

0
p

j j i i
j i

λ ξ µ ζ
= ∈∆

+ ≠∑ ∑  

But which contradicts the constraint condition of 
(SIVD). Hence the result follows. 

Theorem3.3. (Weak duality)  

Let 0 0, ( , , , )jx X v u Wλ µ∈ ∈ , for 0 , 0,jv X λ∈ ≧  

1,2, ,j p= L with ,i iµ ∈ Λ ∈ ∆ , assume there exists 

0 0 1 1, , , , , , ( 1,2, , ), ( ),j iF b b j p iφ φ α ρ τ θ= ∈ ∆L , 

such that  

(i) 0 0
1 1

( , ) [ ( ) ( )] 0
p p

j j j j
j j

b x v f x f vφ λ λ
= =

−∑ ∑ ≦  

2

1 1

( , , ( , ) ) ( , )

0, ( );

p p

j j j j
j j

j j

F x v x v x v

f v

α λ ξ λ ρ θ

ξ
= =

⇒ +

< ∀ ∈ ∂

∑ ∑
 

(ii) 1 1
( )

( , ) [ ( , )] 0i
i

i I v

b x v g v uφ µ
∈

− ∑ ≦  

2

( ) ( )

*

( , , ( , ) ) ( , )

0, ( , ), ;

i i i i
i I v i I v

i i
i

F x v x v x v

g v u u U

α µ ζ µ τ θ

ζ
∈ ∈

⇒ +

∀ ∈ ∂ ∈

∑ ∑

≦

 

(iii) 0 10 ( ) 0, 0 ( ) 0,a a a aφ φ< ⇒ ⇒≦ ≧ ≧  

0 1( , ) 0, ( , ) 0b x v b x v> ≧ ; 

(iv)
1

0
p

j j i i
j t T

λ ρ µ τ
= ∈

+∑ ∑ ≧ ; 

Then we can obtain( ) ( )f x f v’ . 

Proof: The proof is similar to the theorem 3.2. 

Theorem3.4. (Weak duality)  

Let 0 0, ( , , , )jx X v u Wλ µ∈ ∈ , for 0 , 0,jv X λ∈ ≧  

1,2, ,j p= L with
1

1, ,
p

j i
j

iλ µ
=

= ∈ Λ ∈ ∆∑ , assume 

there exists 0 0 1 1, , , , , , ( 1,2, , ),j iF b b j pφ φ α ρ τ= L   

( ),i θ∈ ∆  , such that  

(i) 0 0
1 1

( , ) [ ( ) ( )] 0
p p

j j j j
j j

b x v f x f vφ λ λ
= =

−∑ ∑ ≦  

2

1 1

( , , ( , ) ) ( , ) 0,

( );

p p

j j j j
j j

j j

F x v x v x v

f v

α λ ξ λ ρ θ

ξ
= =

⇒ +

∀ ∈ ∂

∑ ∑ ≦
 

(ii) 1 1
( )

( , ) [ ( , )] 0i
i

i I v

b x v g v uφ µ
∈

− ∑ ≦  

2

( ) ( )

*

( , , ( , ) ) ( , ) 0,

( , ), ;

i i i i
i I v i I v

i i
i

F x v x v x v

g v u u U

α µ ζ µ τ θ

ζ
∈ ∈

⇒ + <

∀ ∈ ∂ ∈

∑ ∑
 

(iii)

0 1 00 ( ) 0, 0 ( ) 0, ( , ) 0,a a a a b x vφ φ⇒ ⇒ >≦ ≦ ≧ ≧

1( , ) 0b x v ≧ ; 

(iv)
1

0
p

j j i i
j t T

λ ρ µ τ
= ∈

+∑ ∑ ≧ ; 

Then we can obtain( ) ( )f x f v’ . 

Proof: Suppose that the result does not hold, then 
there exists 0x X∈ , such that ( ) ( )f x f v≦ . It 

follows that there exists at least one indexk , such 
that 
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( ) ( ), ( ) ( ),  

{1,2, , },
k k j jf x f v f x f v

j p j k

<

∀ ∈ ≠L

≦
 

Since 0, 1,2, ,j j pλ = L≧  with
1

1
p

j
j

λ
=

=∑ , it 

follows that 

1 1

( ) ( )
p p

j j j j
j j

f x f vλ λ
= =
∑ ∑≦  

According to (iii), we have  

0 0
1 1

( , ) [ ( ) ( )] 0
p p

j j j j
j j

b x v f x f vφ λ λ
= =

−∑ ∑ ≦  

Then (i) yields 

2

1 1

( , ; ( , ) ) ( , )

0, ( )

p p

j j j j
j j

j j

F x v x v x v

f v

α λ ξ λ ρ θ

ξ
= =

+

∀ ∈ ∂

∑ ∑

≦

    (5) 

Since for all * , ( , ) 0i iu U g v u∈ = , as iµ ∈ Λ  , 

( )i I v∈ , it follows that  

( )

( , ) 0i
i

i I v

g v uµ
∈
∑ ≧  

By (iii), we have 

1 1
( )

( , ) [ ( , )] 0i
i

i I v

b x v g v uφ µ
∈

− ∑ ≦  

Then from (ii), we get 

2

( ) ( )

*

( , ; ( , ) ) ( , )

0, ( , ), , ( )

i i i i
i I v i I v

i i
i

F x v x v x v

g v u u U i I v

α µ ζ µ τ θ

ζ
∈ ∈

+

< ∀ ∈ ∂ ∈ ∈

∑ ∑
 

Let 0iµ = , foe all \ ( )i I v∈ ∆ , it follows that  

2

*

( , ; ( , ) ) ( , )

0, ( , ), ,

i i i i
i i

i i
i

F x v x v x v

g v u u U i

α µ ζ µ τ θ

ζ
∈∆ ∈∆

+

< ∀ ∈ ∂ ∈ ∈ ∆

∑ ∑
   (6) 

Adding (5) and (6), then by the sublinearity of 
F  and (iv), we have 

1

2

1

( , ; ( , )( ))

( ) ( , ) 0

p

j j i i
j i

p

j j i i
j i

F x v x v

x v

α λ ξ µ ζ

λ ρ µ τ θ

= ∈∆

= ∈∆

+

< − +

∑ ∑

∑ ∑ ≦

 

where *( ), ( , ),i i
j j if v g v u u Uξ ζ∀ ∈ ∂ ∀ ∈ ∂ ∈ . 

Hence, we known for all ( )j jf vξ ∈ ∂  and 
*( , ), ,i i

i g v u u U iζ ∈ ∂ ∈ ∈ ∆ , we have 

1

0
p

j j i i
j i

λ ξ µ ζ
= ∈∆

+ ≠∑ ∑  

But which contradicts the constraint condition of 
(SIVD). Hence the result follows. 

Theorem3.5. (Strong duality)  

Suppose that*x  is a properly efficient solution of 
(SIVP), and the Kuhn-Tucker constraint qualification 
is satisfied at *x . Then there exists * *( , ) 0λ µ ≥ , such 

that * * *( , , , )ix u λ µ is feasible solution of (SIVD). 

Furthermore, the two problems (SIVP) and (SIVD) 
have the same objective value.      Furthermore, if the 
hypothesis of theorem 3.2 is also satisfied for all 

0x X∈  and 0( , , , )iv u Wλ µ ∈ , then * * *( , , , )ix u λ µ  is a 

properly efficient solution for (SIVD).  

Proof: Since *x  is a properly efficient solution of 
(SIVP), and the Kuhn-Tucker constraint 
qualification is satisfied at*x , then there exists 

* 0, 1,2, ,j j pλ > = L and * *, ( )i i I xµ ∈ Λ ∈  (not 

all iµ are zeroes), such that for any *iu U∈ , we have 

*

*

* * * *

1 ( )

* * * *

( )

0 ( ) ( , ),

( , ) 0, , ( ),

p
i

j j i
j i I x

i i
i

i I x

f x g x u

g x u u U i I x

λ µ

µ
= ∈

∈

∈ ∂ + ∂

∂ = ∀ ∈ ∈

∑ ∑

∑
 

Let 0iµ = , as *\ ( )i I x∈ ∆ , it follows that 

* * * *

1

* * *

0 ( ) ( , ),

( , ) 0, , ,

p
i

j j i
j i

i i
i

i

f x g x u

g x u u U i

λ µ

µ
= ∈∆

∈∆

∈ ∂ + ∂

∂ = ∀ ∈ ∈ ∆

∑ ∑

∑
 

Hence, * * *( , , , )ix u λ µ is feasible solution of 

(SIVD). 

It is clear that the two problems have the same 
objective value at *x and * * *( , , , )ix u λ µ . 

Since *x  is a properly efficient solution of 

(SIVP), let
*

*1 ,
( 1) max k

j k p
j

M p
λ
λ

= −
≦ ≦

. 

Suppose on the contrary that * * *( , , , )ix u λ µ  is 

not a properly efficient solution of (SIVD). Then 
there exists 
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one {1,2, , }j p∈ L and 0( , , , )iv u Wλ µ ∈ , such that 
*( ) ( )j jf x f v<  and *( ) ( )k kf x f v>  for any j k≠ . It 

follows that 

* *

*
*

*1 ,

* *
*

( ) ( ) [ ( ) ( )]

( 1) max [ ( ) ( )]

1
[ ( ) ( )]

j j k k

k
k k

j k p
j

k k k
j

f v f x M f x f v

p f x f v

p
f x f v

λ
λ

λ
λ

− > −

= − −

− −

≦ ≦

≧

 

So for anyj k≠ , we get  

*
* * *[ ( ) ( )] [ ( ) ( )]

1
j

j j k k kf v f x f x f v
p

λ
λ− > −

−
 

Summing for anyj k≠ , then we obtain 

* * * *[ ( ) ( )] [ ( ) ( )]j j j k k k
k j

f v f x f x f vλ λ
≠

− > −∑  

So we get 

* *

1

* * * *

1

( ) ( )

( ) ( )

p
T

j j
j

p
T

j j
j

f v f v

f x f x

λ λ

λ λ

=

=

=

> =

∑

∑

               (7) 

Then using the result of theorem 3.2, we get  

*( ) ( )f x f v’  

Since * 0λ > , it follows that  

* * *( ) ( )f x f vλ λ’  

But which contradicts the inequality (7). Hence, 
we conclude that * * *( , , , )ix u λ µ is a properly 

efficient solution of (SIVD). 

Theorem3.6. (Strong duality)  

Suppose that *x  is an efficient solution of 
(SIVP), and the Kuhn-Tucker constraint 
qualification is satisfied at *x . Then there 

exists * *( , ) 0λ µ ≥ , such that * * *( , , , )ix u λ µ is 

feasible solution of (SIVD). Furthermore, the two 
problems (SIVP) and (SIVD) have the same 
objective value. Other hand, if the hypothesis of 
theorem 3.2 is also satisfied for all 0x X∈  

and 0( , , , )iv u Wλ µ ∈ . Then * * *( , , , )ix u λ µ  is a 

properly efficient solution for (SIVD).  

Proof: The proof is similar to the theorem 3.5. 

Theorem3.7. (Converse duality)  

Let * *( ) ( )( 1,2, , )j jf x f v j p= = L at * 0x X∈  and 
* * * 0( , , , )ix u Wλ µ ∈ . Suppose that for * 0jλ >  

( 1,2, , )j p= L , * * *

1 ( )

( , ( , )),
p

i i
j j i

j i I v

f g u u Uλ µ
= ∈

⋅ ∀ ∈∑ ∑  

satisfies the hypothesis of theorem 3.2 at* 0v X∈ , 

then * * *( , , , )ix u λ µ  is a properly efficient solution 

of (SIVD). 

Proof: Using the result of theorem 3.3, we known 
*v  is a properly efficient solution of (SIVP). It is 

clear that *x  is also a properly efficient solution of 
(SIVP). If it is not true, then there exists one 

{1,2, , }j p∈ L  and one 0x X∈ , such that 
*( ) ( )j jf x f x>  , and *( ) ( )k kf x f x<  for anyk j≠ . 

It follows that  

* *( ) ( ) [ ( ) ( )]j j k kf x f x M f x f x− > −  

Also, we have * *( ) ( )j jf x f v= for any 1,2,j = L  

, p . 

Now we have a contradiction. Therefore, *x  is 
also a properly efficient solution of (SIVP). 

We can derive that * * *( , , , )ix u λ µ  is a properly 

efficient solution of (SIVD) like the proof of 
theorem 3.5. 

4. CONCLUSION 
 

Throughout this paper, we have defined a new 
generalized convex function, extending many well-
known classes of generalized convex functions. 
Furthermore, we have formulated the multi- 
objective dual problem and proved the results 
concerning weak and strong duality between the 
primal (SIVP) and the dual (SIVD), there should be 
further opportunities for exploiting this structure of 
the semi-infinite programming problem. 
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