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ABSTRACT

With the growing expansion of data size, in-deptidg on the social network clustering algorithmsget
prominence. A wide range of researches, from tleetsal clustering based on modularity, the hieraalh
overlapping clustering algorithm to clustering aiom based on local information, are mainly basad
local neighbor information. The current network aaduster typically has a lower time complexityyigh
more suitable for large-scale network data setthisnpaper a detailed analysis of the LPA algamitresed

on local information is done. The algorithm is ooty able to effectively tap the cluster structofesocial
networks, but also the concept is more simple &gy ¢o be understood. Further research and analysis
show that the LPA algorithm in the network clussémucture of the division can be further enhaneed,
this article is committed to this direction. The ARlgorithm is proposed to improve the LPA-the SNA
algorithm.
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1. LPA ALGORITHM BASED ON LOCAL knowledge, such as the size and number of cluster
INFORMATION structure, the computational cost and objective
function of optimization which doesn't need to be
1.1 The Basic Idea Of L PA Algorithm pre-defined. It is simple in concept, low complgxit

For most of the social network clustering €asy to operate to achieve efficiency.
algorithm requires a priori knowledge as guidance
or computing time costs, Raghavan, et al. Probe
cluster structure of the label propagation alganith each adjacen®’ V2*** "k node has a cluster label
its basic idea is: initially, all nodes designate
representative of their respective cluster strgctfr
the digital label (Numerical Label) algorithm to
enter the next cycle, the nodes according to tH
label of its neighbor nodes; most of the neighbo
have a label as its label. Digital label of the @od
with the iteration of the conduct and continue t
change, so the connection is relatively dense nod
gradually to achieve the same tag number. lteratioH!
terminate when the numeric labels of all nodes

LPA algorithm assumes neighbor nodesor

% which it belongs, the nodé’according to the
label of its adjacent nodes to determine their own

gbel, the nod¥ to the cluster of most of its
eighbors belong structures.

he algorithm is initialized with a unique labek fo
ach node, and then spreads in the network tab.
gnnecting the node with the spread of the label
ore closely, the label quickly reaches a consensus
own in Figure 1. Repeat the implementation of

longer change the algorithm terminates, the no e communication process, in_each iteration; each
with the same label form a cluster structure, th@OOIe selected most of the neighbors shared label

entire network performance characteristics are &“mb.er to .update its own lapel. The update process
the cluster structure. Is divided into synchronous and asynchronous two

1.2 LPA Algorithm Process Description Of LPA
Algorithm
In 2007, Raghavan, et al proposed a lab
propagation algorithm based on local informatioréocv(t) = f(Cv1 (t _1)""’Cvk t-1)
search to exploit the cluster structure of th )
network, network clustering. LPA algorithm uses v\'"/ the label of the nod¥ in thel first
only the network structure as a guide to clusteringerations. However, if the subgraph in the network
in large-scale network, without requiring a prioriis two (Bi-partite), or nearly two chart, it willasy

s
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ways. Sync nodd =1 in the first iterations,
according to its neighbor in the second iteration
éfilbel to be updated,

, Where is
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to cause a label oscillation (Oscillations of Label Vv _
shown in Figure 2, due to the node labels ifeen updated to the neighbor,
accordance with the first iterations. This leads tbut does not updat\é the neighbor. In each

Vi(m+1)’ ""Vik

the node labels constantly changeainandb iteration, the noded in the network are updated
between the networks and cannot be effectivelgiccording to the random arrangement of the order.
divided. Such cases especially in the star graph. The algorithm initially, since each node is assijne

overcome this problem, usually using asynchronOLg different label, the totdN tab symbols. With the

updates ~increase in the number of iterations, the number of
C@®)=1(C,®...C, OC, , t-1...C, (- 1) tagsis gradually reduced; the final number of tags

R, V. _ _ is with the same number of the formation of the
, which is"1’""""7im in the current iteration has ¢|yster structure.

Figure 1 The Label Propagation Diagram
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Figure 2 Two Figure Network Label Oscillation Instance

The label of each node in the network with the The LPA algorithm is described as follows:
increase of the number of iterations changes, this ) ) o
algorithm is an ideal iterative process. Howeveré TEe f'(ert .step._the (;muah;a‘uon, the .netlvrotr)klolf:
there is some node, its neighbor, the highest numbgc NOdE 1S assighed a unique numerical fabel. For
of number of tags may not be the only, in sucgach nodeC,(0)=V.
cases, label of the most frequently composed of a
candidate set, and from randomly selected. Step 2: Let the iteration counfer 1.
Implementation of the algorithm, until each node in
the network is only one of its neighbors, is the
highest number of tags. So, the network last dividgandom order, and sort the results stofedin the

into a number of not connected cluster structur&ector.

The third step: the network nodes arranged in

C....C,. : i
Let the label ~ Pin the current network, The fourth step: In accordance with the vectors

G X stored in the order, for each noﬁ@x,
V' said neighbor nodéé with the label for the according to the asynchronous formula

number of nodesCi, the algorithm termination Cv(t): f(C\f.l(t)""’CV.m ),
0, ¢, @tD,..C, t-1)

dhe label symbol. f Then back to the highest
number of labels in the current neighbor. The
highest number of labels is not unique, and then
randomly selected one from the candidate set.

in order to update
condition: 1fV you have a Iabeg:m, then

d Cm > d C;
V. 7 7V The end of the iterative process, th
same node label is assigned to a cluster structure.
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Step 5: If each node has a label, its neighbor, thiality of the network clustering. The next rourfd o
highest number of labels, then the algorithm stopthe iterative process, it is divided into the cotre

Otherwise, orddr =t +1, go to the third step. cluster structure, but it is to pay the cost ofetim

2. IMPROVEMENT OF LPA ALGORITHM
BASED ON NODE ATTRIBUTES
SIMILARITY

The above, the paper considers the node attribute
information is that the introduction of the concept
of node attribute similarity proposed label
propagation algorithm based on node attributes
similarity is committed to improve the effect oketh
network by reducing the time overhead of the
algorithm.

2.1 Description Of The Problem

Therefore, the LPA algorithm ignores the
attribute information of the node itself, and caolesi
only connected to local information, and the LP# B University
algorithm has a larger random, which would hav
led to the algorithm may not be optimal; the
network is divided into even the node of the errc
divided. The following image is an example tc
visually illustrate the problems of the algorithm.

A small interaction network is shown in Figure 3,
where each node represents a person, everyc
belongs to the school to use the letters next ¢o tl
node. According to the label propagation algorithrr
it is clear that networks can be divided into twc
clusters structure A
University {Vr V,, Vy V,, V5,V€} B Figure 3 Interpersonal Nier;twork Is Divided Instance

{V7’ Vg Vo Vlc} _

University Careful analysis of 2.2 Node Attributes Similarity

A . First give some basic concepts and definitions of
the " node, the label propagation Pprocess,ompute node attributes similarity required before
according to the connection point of view of thegiven a specific description of the LPA-the SNA

connection node and its neighbor, the candidate sgjgqrithm. First, Table 1 summarizes the symbols
two, {V4.V5} and{Vg,Vlo} the corresponding mentioned above, some said, and defines a notation

label for the University of A and B, University, of this section to use.
randomly choosing one, such as : A University, but

according to its actual properties of view, it is B

University, so the node error division, affectirgt

Table 1 Symbols Defined In Table

Symbol Definitions
I ={1,2,...,N} Collection of entity objects
V ={v, V,,..v\} A collection of nodes in the graph model
S={s,s,...,S} Set of node attributes
Aun Between the nodes of the adjacency matrix
X ={X, Xp.ery Xy} Label collection
N.@O1) Nodes adjacent systems
N,, Nodesvi according to tlr\1]e label frequenc‘{)’is divided adjacent
subsystems, ' as one of the subsystems
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The social network model described by sectioto be updated belongs to the cluster structure is
2.1.1, has been in the social network graph modehore than one, not only uses adjacent node
which indicates a collection of nodes in thesubsystem LPA-the SNA algorithm to calculate
network, denoted bfv,v,...,v,} , E indicating each adjacency subsystem node the average value
the connection between the nodes. For purposesdf the property, but also need to be calculated

research, this paper proposes the folIowinl;]pdate attribute similarity of the nodes and the
definition: neighboring subsystem, and select to make the

. . . : . MaxSmi(S,
Definition 1 the collection of entity object highest similarity a3 (S' SNir)subsystem‘s

| ={,,2,...,N} set is called a collection of label as the label of the current node.

objects, corresponding to the various entitieshint LPA improved the SNA algorithm flowchart, a
social network. detailed description of the process is as follows:

Definition 2 node attribute set Step 1: Initialize the labels of nodes in the
network, followed by each node is assigned a
uniqgue number label. For the node order

attributes, WhiCﬁQ* indicates the nod\é attribute CV(O) =V
data. '

tosz{%’ %""’S\‘} set is called the node set of

o ] ] Step 2: Let the iteration counfer 1.
Definition 3 Adjacency matrixes denoted o ) )
W, (w. = 0) Step 3: Iterative implementation of the following

three steps until the network node labels are the
>0 highest number of labels in its neighbor.

between nodes'ANXN . Wwhich

" 7 : W
nodes ' and ! connection weights " )
(1) The arrangement of the nodes in the network

expressedvi and Vi are interconnected, and thein random order, and sort the results stored in the

. . . W, vectorX .
size of the weights is equal td .

Definition 4 tag collection (2) In accordance with the vectorX stored in

X ={X, Xy evey Xy} ) _ the order, for eachX vectorVH X , according to
of collection as the collection e asynchronous formula

of labels, labeling the spread of the iterative
c@m=f(c,m..Cc tCc  t-1.C (-1

Vi (meD

process, each noXé must correspondx to an .
n order to update the node label symbols.

element in the collection; each node must belong t

a label represented by the data set. Then back to the highest number of labels in the
v current neighbor. If the highest number of labels
Definition 5 adjacent node ' adjacent to the more than one, that is, node there are a number of
_ neighboring subsystem, depending on the node
system is defined as: When a n0(¥eadjacent attributes, in accordance with the formula 3-1 or

- . 3-3, the properties of each label correspondséo th
node, tha'y' is greater than zero, the adjacent prop P

N, ={jw >0,i % j} V, . subsystem averag%\‘ir . And then calculate the
system is l , or ‘"when is v s .

_ nodes’ and the similarity of the properties of each
0. N; =0 The label propagation process, thesubsystem, the highest similarity of the subsystem
number of occurrences in the adjacent label With the label as the label of the node.
sometimes more than one, then, depending on the t=t+1 (3)
subsystem's\lil’ N, ,..Niw_ Each subsystem is degree of the neighboring subsystem properties, the

data sample closes to the subsystem containing is

with Xy, a label to |abe?<ir OX _ greatly needed, randomly select from a number of

data attributes weighted average as the
2.3 LPA-SNA Algorithm Process Description  approximation properties of the neighboring
And I mplementation o subsystems. This is necessary in the network with
On the basis of the original of LPA-SNAthe size of one million nodes, and can reduce the
algorithm, when most of the neighbors of the nodgme consumption of the algorithm. The relative

s
195




Journal of Theoretical and Applied Information Technolo
30" September 2012. Vol. 43 No.2

© 2005 - 2012 JATIT & LLS. All rights reserved-

SATIT

ISSN: 1992-8645 www.jatit.org E-ISSNi817-3195

small size of the data sets used in the propodfon 55 0.k « 0 {5 attribute similarity vector
data samples randomly selected from the vecSimi size()
subsystem, this article does not discuss in detail. length )

After the introduction of node attribute similatity 21+ TO _findveC_:S_ml_ out that the highest value
solving the highest number of labels in the neighb®f the attribute similaritaxSmi(§, Sy, )

has been some changes in 22 .neighboring subsystem corresponding return
MaxFreguencyLabel (ALGraph,index, Label []) MaxSimi(S, S, )label

a function, when the highest number in the neighbor I

of the judgment node label is not unique, by 23.}

calculating the various maximum number of labels 24. Else he hiah ber of b
node candidate set attributes mean to update the25' Return the highest number of tag number

current node label. The function parameters argl4 | PA-The SNA Algorithm Analysis

return values with the original LPA algorithm ireth | PA algorithm known network topology is as a

function parameters and return values consistegtide for efficient clustering, in almost lineameg.

with the implementation process has been greppA-the SNA algorithm in the use of the network

changes, described as follows: topology at the same time, the introduction of node

attribute information, to improve the quality ofeth

1. TotalLabel Array[d, e ] {0} network division, to maintgin the ngA alg)glorithm
2. Defined to store a label that contains the nodeith lower time complexity at the same time,

vectorvector < int > vecLabd reducing the time overhead of the algorithm.

3. defines the highest number of label not only First, initialize the label for each node, withhret
when  the  anthology  property — meanime O(n) required. The following iterative

vectorvector < float > vecAverage process, the LPA-the SNA algorithm takes
4 Definitons node and subsystem attributdd(m) time of Mwhich number of the edge of the
similarity vectorveCtor < float > vecSmi network. For each node, in order to find the ladfel

the highest frequency of the neighboring points, th
first O(d,) time to find its neighboring points, and
then select the label of the most frequently agsign

s AVER — 0.0

6. If node labeled cross-border
7. returns an error message;

8. If the updated node has no neighbor to the nodé’, the time required in the worst
9. Return to the last cycle, the label cas€O(d,) ; if the highest frequency label is not
10. Fori <0 to the node degrees unique to calculate the average value of each label
11. The number of 11 statistical neighbors fogorresponds to the node attributes, select the
each label property closest to the label as a label for the
current node, the worst case, when all nodes set as
12. TotalLabel Array|d, .. The highest single candidate as the time required. Thus,

number in the If the number of labels is not unique

13 { O(d,) each iterates the time of each node label is

j—0 _ updateds. With the increase in the number of
14. For to most times the number of tagsiterations, the number of tags is gradually reduced
15.{ _ _ ~and the network gradually shows the characteristics
16. Neighboring subsystem to find the highesgf the cluster structure. In original LPA algoritam
Zachary karate club network, the American
University Football League network, the paper
17. The properties of the mean calculateNdf in  Cco-author network, protein interaction network data

) ER sets for verification, and is divided after 5 it@oas,
accordance with the formula 3-1 or 3 95 percent or more nodes to the correct The cluster

18 in accordance with the formula 3-2 or 3-4 tQrcture. In this article the LPA-the SNA

calculate attribute  similarity, stored in  theygorithm, the introduction of the concept of node
vectorvecSmi attribute similarity, it reduces the algorithm
19.} iterations University in the United States Football

League network, the paper together focuses on

simulation of the network data, find the general

frequency tag's\l ir, stored in VECLabE the vector

s
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iteration four times, 95% of the nodes can be based on monitoring information features
divided into the correct cluster structure  electronic of 2010, Vol. 38, No.1, pp:172-176

significantly reduces the algorithm running time.

When the original LPA algorithm terminates, do
not rule out this scenario: Two or more connected
cluster structure but the same label, that is, owo [6]
more nodes select their common adjacent to a node
label, and spread in different directions, leading
the network through the node connected to the
cluster structure with the same label. To overcome
this situation, the algorithm terminates after riagn
the width of each sub-cluster structure of the
network-first search algorithm, to separate th§7]
connected cluster structure. This whole process

takes timeo(m+n). However, the above is a
special case, particularly the introduction of node
attribute similarity experiments later prove thia¢ t
LPA-the SNA, it may be negligible.

3. CONCLUSION

This article starts from the algorithmic thinking,
the description of the main process, and the LPA
algorithm is implemented on the basis of
LPA-depth. The randomness of the algorithm can
easily lead to the clustering. Firstly, this paper
studies the computing node attributes and simylarit
concepts and definitions, and then describes the
SNA algorithm on the LPA-and LPA and
LPA-SNA algorithm. Lastly, by introducing the
concept of node attributes, the quality of clustgri
results of the algorithm, can be improved, and the
time overhead of the algorithm can be reduced. .
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