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ABSTRACT

Vision-based vehicle type (model) recognition i®i@ topic in the domain of intelligent transporbeati
systems. But it is difficult to recognize the exagte (model) of a vehicle due to the influencesoime
factors, for example, the view variations. In thaper, we present a robust system of recognitiotief
type (model) of vehicles from several frontal védignages. We use the height of the number plat as
reference to eliminate the zoom effect. From tlefenence, we extract several geometrical parameters
(distance, surface, ratio ...) of decision, on basksnages taken in real conditions, were tested and
analyzed. Employing this model, a distance errocess allows measuring the similarity between antin
instance and the data bases classes. The fusiiwe ofiree classifiers using the artificial neuratworks
(ANN) for each parameter allows showing the effemtiess of our process for the identification oftipe

of vehicle. We obtain taking a threshold of 90%adsE Identification Ratio (FIR) of 1.6% and a False
Rejection Ratio (FRR) of 3%. The network was testad it was capable of classifying the type of gkhi

of the taken database and a classification rati@bmfut 97% was obtained. And the minimized error
percentages constitute an additional factor forghecess of the verification system. Accordinghese
parameters, the rate of identification can reack @h a basis of a realistic data set of over 1088ges
made up of 12 models and 9 classes of the typelithes. The results show that this approach aehiev
very high levels of both identification and verditon performance.

Keywords. Vehicle Type, System Recognition, Image Processing, Features Extraction, Geometrical
Parameters, Neural Networks, Fusion Process.

1. INTRODUCTION of a vehicle (car), a system is proposed here that
determines its exact class (make and model). The
Vehicle type recognition is a relatively newaim is to obtain reliable classification of a veéic
research domain, which begins to interest varioua the image from a multitude of possible classes
laboratories in the world. Various access contralvehicle types) using a limited number of prior
systems that use techniques such as biometrics aexhmples (only one per class).
smart cards are increasingly applied to authemticat The obvious applications are the monitoring of
and restrict access to users and intrudetbe carpark or the home-bankings. In a real sibuati
respectively. Recently, vehicle based access dontrof application, the images at the entries of cdrpar
systems for buildings, outdoor sites and eveare primarily tallied so as to make quite visithe t
housing estates have become commonplaceumber plates. Such a system is useful in many
Additionally, various traffic monitoring and contro fields and places: parking lots, private and public
systems that depend on user (man+vehicl@ntrances, border control, theft and vandalism
identification, such as congestion charging would¢ontrol, etc. The first application has to classify
also benefit by augmenting existing number-plateegion-of-interest (ROI) in two classes: vehicles o
recognition with an additional authenticationbackground. Vehicles are localized in an image
mechanism. with 2D or 3D bounding box [2], [3]. The second
The study described in this communication i®ne can use geometric models in addition to chassif
dedicated to the identification of the type (modelyehicles in some categories such sedans, minivans
of the vehicles starting from an image provided bpr SUV. These 2D or 3D geometric models are
a camera. Given an image containing a frontal view
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defined by deformable or parametric vehicle Recognition is initiated through an algorithm that
templates [4, 5, 6]. locates a reference segment on the object, in this
Instead, most systems either detect (classifyase the front number plate. The location and scale
vehicle or background) or classify vehicles in lsroaof this segment is used as reference to define a
categories such as cars, buses, heavy goods \&hickgion of interest in the image from which the
(HGVs) etc. [12, 13, 14, 15, 16, 17]. Kato et. alstructure is sampled. A number of feature
[12] propose a vehicle detection and classificatioaxtraction algorithms that perform this task,
method based on the multi-clustered modifieihcluding Neural Networks for classification and
guadratic discriminate function (MC-MQDF) that isidentification system are investigated. Different
reported to exhibit high levels of detection of aystem configurations are tested on a realistia dat
range of vehicle types against road environmeset of over 1000 images and show that this
backgrounds. approach achieves very high levels of both
Until recently, vehicle type identification wasidentification and verification performance.
limited to identifying one of a small set of gemeri In section 2, we explain how we define a model
categories, such as a sedan, or a truck [7, 8)]9, 1for every class in the data base using several
This limitation was removed by Petrovic andgeometrical parameters. In section 3, we describe
Cootes in [11], where the specific vehicle make antthe geometrical parameters for the identificatién o
model was identified. In that work, a particularthe different classes of vehicle. The Neural
region of the car (the front) is used forNetworks configuration is detailed in section 4.
identification. This region is normalized to a fike Experimental results of our proposed system will be
size, and various features capturing the imagaresented in the section 5 and we finish with our
structure are calculated from it and form a featureonclusion.
vector. Moreover, for this kind of representatian,
vector of appearance of great dimension is ofteni MULTICLASSVEHICLE DATABASES
necessary, which makes the algorithms of The scope and complexity of the recognition
classification used very greedy in memory an@roblem considered in this paper is exemplified by
computing times. the extensive database of car images, illustrated i
This paper addresses the identification problem éigure 2, with 1000 images ordered into 12 distinct
a vehicle type from a vehicle grayscale frontalgma models and 9 classes, such as Renault Clio A class,
which is a part from a combined system including Bord Escort, Peugeot 306 etc. In our experiments,
plate number reader (Figure 1). The input of the05 images are used for registration (training) and
system is an unknown vehicle class that the syste30 for evaluation of the proposed system.
has to determine from a data base. Otherwise one example-per-class registration set.
_ This approach is considered as more testing for the
recognition process compared to using several
examples of each class displaying more variation in
lighting and pose.
T e T_he images in the dataset Wer_e_obtaine_d over a
Tobice TrpeRevsgnionn | O period of two months and exhibit a variety of
A2IBWERR4

—_————————on e . . .
weather and lighting conditions. Most are outdoor;

although a proportion (10%) were captured in a
Figure 1.Example of combined system of plate number multi-storey car park and exhibit extreme lighting
reader andvehicle type recognition. conditions.

In this paper, a multiclass recognition system i
developed using a frontal view to identify the
instance as the most similar model class in tF
database. Then, the classification will be based or
several geometrical parameters which have
relation between the width of the plate and thethvid
and the height opposite a vehicle (sizes) (Figjre &
These parameters are differential of a vehicle 1
another. Each parameter has a different rate P
identification, Moreover; we propose the fusionFigure2: Examples from the data set of frontal car
between those parameters make it possible to images.
increase the rates of identification.
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All contain frontal views of a single vehicle Honda Ho_Pony (1) 8

(with no occlusion) captured from varying distance Re Clio_A(1) 2

and a height of approximately 1.2 m. However, the Re Re Espace A(2) c

camera was not fixed and there is significgnRENAULT | Re 5 A(3)

variation in both the scale and in-plane rotatién |0 Re Clio C(4) 9

the vehicle in the images. In particular, the Re_Espace B(5)

horizontal axis is within a range @f- 5 degrees of| Mazda Ma_2(1) 4

the image horizontal. The images are 640x480
color pixels; although the proposed system For each type of vehicle (table 1), we will
considers only grey level intensities produced gisindetermine a model single and representative of its
a weighted sum of the color channels. class from all the images of vehicles of this type.
The recognition system proposed in this paper ideed, a type is represented in the Base by N
based on the principle of locating, extracting an@rototype. This quantity varies from one type to
recognizing normalized structure samples take@nother. For each type, we take a test on each
from a reference image patch on the front of thgrototype among N prototype. The creation of the
vehicle, structure Figure 3. model for the classes is illustrated by the figtire

(LASSIFICATION

LESVOITURES ENFACES LRSS

Figure 4.Creation of the different models from the
vehicles.

In order to reduce confusion between the models,
we introduce a construction on several floors. Also
in our construction, we will classify the various's
in several classes and each class is made up of
Figure 3.Cut the face of the vehicle of imageusing ~ several models (table 1).

the localization of the number plate[1].

_ _ 3. GEOMETRICAL FEATURES
We describe now, how to build a model for each ExTRACTION

prototype of vehicle. Our base of knowledge is
made up of 12 models and 9 classes of vehicles.Feature extraction from the Region of Interest
vehicle which is not partially hidden, only on therecognize the object. The system proposed in this
vehicles which are in direct link with the vehiclepaper is based on the principle of locating,
equipped with a camera (potentially dangerous angracting and recognizing normalized structure
close vehicle). samples taken from a reference image patch on the
The problem is that we have to choose the methaghnt of the vehicle (figure 5). The process starts
of extraction on a basis of images taken for vehiclyjth |ocating a reference segment on the object (in
parking, with the same catch of sight and varioughis case number-plate) and defining a Face
lightings. For that, we use our system whiclpetection relative to it. The Face Detection is
localizes the coordinates of the number plate [1]. processed by the feature extraction element to
define a normalized sample of the structure within

Table1: Variousmodelsand classesof vehiclestype. jt The structure is expressed in a feature vestor

Models Classes | pre-defined length that is representative for the
Op_Corsa A (1) vehicle identity. Finally, simple nearest neighbour
Opel Op_Astra_A 2) 4 classification is used to determine the vehicleetyp
= S associated with each vector.
Me 200 (1) .
5 The location and scale of a reference structure on
M er cedes Me 250 (2) . . .
Me SLK_A (3) - the object defines a reference frame for the region
FORD o __EscorT_B ) - of interest to be sampled. A Rol defined relative t
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the number-plate is thus independent on the actua¢ginning of the plate compared to the height ef th
location and scale of the vehicle in the image. plate (of left in right-hand side): D4/height.

Number-plates are highly regular rectangles. To Therefore, if one of parameter is not in arranges
locate them, our system finds all possible righor hidden, our system permits to eliminate the
angle corners using suitably tuned, separablgarameters that are not in the interval and to

gradient filters. A hierarchical algorithm for jdentify the type of vehicle by the other parameter
aggregation of corner points into valid rectangular

constellations is used to generate hypotheseséor t . _

plate location in the image. A number of scale anfl Analyzing of thefirst parameter

aspect constraints are used to remove unsuitableWe applied our algorithm to several of the
candidates, many caused by the characters on tamples of the Base. The first parameter idestifie
plate and regular vehicle structure features, d@nd oorrectly like average of rate of identification%92
the remaining candidates the one with best cornef the images; what corresponds to the rate of
structure fit to each of its corners is chosen. Rol identification which identifies different the typs
defined in terms of number plate width wp relativevehicle.

to its center, as shown on Figure 5. Table 2 shows the geometrical variation of
parameter D2 compared to the height of the plate. |
shows also the variation of the rate of identifimat
according to the number of class of work. It is
about a compromise between a percentage of
correct classifications high and an acceptable
computing time.

Table 2: Evolution of the identification rate
according of the various classes base on the first
geometric parameter.

Figure 5.Region of Interest defined relative to Parameter1 - Ratio D2/height
vehicle number plate.

Models D2/height Identification
rate
. e . . L class1 | Opd (1)(2) 2,00690 | 92,00%
The identification consists in associating af;zss2 Mercedes(1)(2) | 2,34760 | 89,67%
example known as of test with a type of the class 3 FORD (1) 249640 | 86,67%
dictionary of the classes. The identification bgsd | class4 | Honda (1) 2,51305 | 91,43%

is done compared to the geometrical results of theclass 5 RENAULT(2)3) | 257780 | 90,00%

: . class6 | RENAULT (1) | 2,71690 | 86,67%
three parameters deduced from figure 5 and 6: oss 7 Mazda (1 572385 | 9L67%

class 8 | Mercedes(3)( 2,90480 | 8867%
class9 | RENAULT(4)(5) | 3,11810 | 90,00%

Figure 7 gives the error in rates of identification
which obtained after a study on all classes.

oa D2 Height of the plate (Parameter 1)
Figure 6. Measures for the different geometrical
parameters.

a) The first parameter represents the distand
between the beginning of the framework and th
beginning of the plate compared to the height ef t
plate (upwards): D2/height of the plate.

b) The second parameter represents the dista
between the beginning of the framework and th
beginning of the plate compared to the height ef t
plate (from top to bottom): D3/height.

c) The third parameter represents the distancgigure 7. The rate of identification and the error of
between the beginning of the framework and the the first geometrical parameter.

™ Recognition rate

™ error

e
288




Journal of Theoretical and Applied Information Technology ...
30" September 2012. Vol. 43 No.2 ~J

© 2005 - 2012 JATIT & LLS. All rights reserved- SATIT
ISSN: 1992-8645 www.jatit.org E-1SS1817-3195
B. Analyzing of the second parameter identification 84% of the images; which identifies

We applied our algorithm to several of thedlmosttype of the vehicle.

examples of the Base. The second parameterraple 4 shows the geometrical variation of
identifies correctly like average of rate ofparameter D4 compared to the height of the plate. |
identification 95% of the images; what correspondghows also the variation of the rate of identifizat

to the rate of identification, which identifies according to the number of class of work. It is

different the type of vehicle. about a compromise between a percentage of
Table 3 shows the geometrical variation oforrect classifications high and an acceptable

parameter D3 compared to the height of the plate. ¢omputing time.
shows also the variation of the rate of identifiwat

according to the number of class of work. It is  Taple 4: Evolution of the identification rate

about a compromise between a percentage of according of the various classes based on
correct cla_55|f|cat|ons high and an acceptable the third geometric parameter.
computing time.
. . L Parameter3 - Ratio D4/height
Table 3: Evolution of the identification rate -
according of the various classes based on the Models Da/height 'r‘;fgt'f'cat'on
second geometric parameter.
9 P class1 | Ope (1) 3,65495 96,67%
Parameter2 - Ratio D3/height class 2 | Mazda (1) 3,71660 70,00%
B class 3 | Mercedes(1) 3,96640 96,67%
Models Dajheight | 'dentification .
rate class 4 | Honda (1) 4,34120 83,33%
class 1| Opel (1)(2) 2,93965 95,00% class 5 | RENAULT(3) 4,39910 80,00%
class 2 | FORD(1) 3,13795 | 93,33% class 6 | RENAULT(4)(1) | 4,52780 86,50%
class 3| Mercedes(1)(2) 3,39040 | 93,33% M er cedes(3) 4,92435
RENAULT(2 class 7 4,93715 87,78%
class 4 )] 342210 | o 4.67% M er cedes(2)
RENAULT(3) 3,53550 RENAULT(5) 4,92435
class 5| RENAULT (1) 3,75470 92,67% class 8 | Opd (2) 5,17305 73,33%
class 6 | Honda (1) 3,82700 90,00% class 9 | RENAULT(2) 5,19080 76,33%
class 7| RENAULT(4)(5) | 3,89150 | 96,67% . . . . o
class 8 | Mazda (1) 3,94770 | 93,33% Figure 9 gives the error in rates of identification
class 9| Mercedes(3) 410855 | 93.33% which obtained after a study on all classes.

Figure 8 gives the error in rates of identification
which obtained after a study on all classes.

PIE (Parameter 2)

%5
-

™ Recognition rate

™ error

¥ Taux de reconnaissance

® Erreur

Figure 9.The rate of identification and the error of
the third geometrical parameter.

Figure 8.The rate of identification and the error of
the second geometrical parameter. 4. NEURAL NETWORKSAPPROACH

C. Analyzing of the third par o Artificial Neural Network or ANN resembles the

W ied lgonithm t | of th human brain in learning through training and data
o an? Iggpf:?)m ?r:g Sagtggasrg 'IE)heS?P]/'er(;a aorame?storage. The ANN is created and trained through a
examp . ) rd p STven input/ target data training pattern. It is
identifies correctly like average of rate of
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generally difficult to incorporate prior knowledge

into a neural network; therefore the network can

Table 5: Normalization of the three geometrical
parameters.

only be as accurate as the data which is used to Parameter 1 - Ratio D2/height
train the network.
Models D2/height| Normalized
4-A) General Architecture class 1 | Opel (1)(2) 2,00690 0,100
class 2 Mercedes(1)(2) | 2,34760 0,345
We introdupe in the general archite(_:t_ure a Neura g:gzzi Egsdz((ll)) ;:giggg 8:32421
Networks which is capable after a training phase tq class5 | RENAULT(2)(3) | 2,57780 0,511
classify the type of vehicle. As input of the ndura | class 6 | RENAULT (1) 2,71690 0,611
network, we introduce the three geometric| class7 | Mazda (1) 2,74385 0,631
parameters extracted from the image (Figure 7). | class8 | CITROEN(2) | 2,90480 0.746
- ~ I class9 | RENAULT(4)(5) | 311810 0.900
Parameter2 - Ratio D3/height
Models D3/height| Normalized
class 1 | Opel (1)(2) 2,93965 0,100
class 2 | FORD(1) 3,13795 0,236
class 3 | Mercedes(1)(2) | 3,39040 0,408
class 4 RENAULT(2) 3,42210 0,430
RENAULT(3) 3,53550 0,508
class 5 | RENAULT (1) 3,75470 0,658
class 6 | Honda (1) 3,82700 0,707
class 7 | RENAULT(4)(5) | 3,89150 0,751
class 8 | Mazda (1) 3,94770 0,790
class 9 | Mercedes(3) 4,10855 0,900
Parameter3 - Ratio D4/height
Models D4/height Normalized
class 1 | Opel (1) 3,65495 0,100
class 2 | Mazda (1) 3,71660 0,132
) ) ) i class 3 | Mercedes(1) 3,96640 0,262
Figure 7.Algor|th_m of extraction of the dlffer_ent class 4 | Honda (1) 4.34120 0457
geometrical parametersfroma vehicle class5 | RENAULT(3) | 4,39910 0.488
image al\qi;hﬁgﬂ dl\?(e:':\?vgpk? ng the class 6 | RENAULT(4)(1) | 4,52780 0,555
M er cedes(3) 4,92435 0,761
A phase of normalization of the input data is| 2SS 7 | Mercedes(2) 4,93715 0,768
necessary (table 5). A linear mapping of the RENAULT(S) | 4,92435 0,761
geometrical parameter is performed to cover thegclass8 | Opel (2) 5,17305 0,891
range of the Hyperbolic Tangent Sigmoid function class 9 | RENAULT(2) 5,19080 0,900

The inputs are then de-correlated by shifting the

zero and normalizing so that the mean of the inp4tB) Training Phase
values and the standard deviation becomes 0.1 and

0.9 respectively.

To choose the number of neurons in the hidden
layer, network performance was tested using a
varying number from 5 to 250 neurons. Results
obtained in terms of speed and errors are presented
in table 6. The obtained results show that 150
neurons is the optimum choice to be used in the
hidden layer, reporting low validation and test
errors. As for the output layer, it consists of 9
neurons, representing each of the 9 classes of the
database.
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Table 6: Network performance in function of Table 7: Final configuration of the network: It
number of neuronsin the hidden layer. contains all the information related to the
Numbe | Train- | Epo- Train Valida- | Test error design of the Neural Network. _Nl.ne classes
rof ing | chs | error tion of the type are used for training the
neuron | time error network.
S n
5 34 | 57| 08123] 0.787  0.774$  Numberofinputs ____ =2
10 3.3 | 38| 04925 0561  0.4799 L;y”e‘rer ot neurons Hidden
15 5.6 79 0.0511 0.164 0.1358 Number of neurons Output 9
20 2.0 19 0.3976 0.498 0.4277 | layer
30 8.1 83 0.0100 0.057 0.0902 | Number of Layers 2
40 124 | 111 0.0100 0.092 0.0944 | Initial weights Nguyen-Widrow
50 9.2 73 0.0099| 0.087 0.0837 |_Learning rate 01
100 91 40 0.0098 0.104 0.0658 | Weight update schema Batch training
150 127 31 0.0096 0.055 0.0678 $rans;er ;uncgon first Iazj/er - Hypt(re]rbt_)lic_tang%nt
200 237.7 292 0.0171 0.101 0.0841 Ial;i\;S er function secon ogarithmic sigmoil
250 _ 49.3 _27 0-1412_ i _0-195' 0-;859 Early stopping Implemented with cross
Weights and biases are initialized according tp validation, 10 fails allowed
the Nguyen-Widrow initialization algorithm which | Error function Mean squared error
distributes the values randomly within the active Soal 0.0001

. . | Max epochs 1000
region of each neuron in the layer. In order t"Learning method Levenberg-Marquardt

ensure convergence within a reasonable time, &Wiomentum Constant Default
appropriate learning rate is to be chosen.Number of patterns for 20
Experimental results reported that a rate of 0.loriginal classes of the type
corresponds to the fastest convergence with thefvehicles :
Lo Number of tested of vehicles 180
same performance for other criterions such as
epochs, train error, validation error end testrerro
During the learning process [6], the neura
network output is compared with the target valu
and a network weight correction via a learning et (o e R
algorithm is performed in such a way to minimizg o lj i T/T EMEJ
. ( B E} |
an error function between the two values. - -
The mean-squared error (MSE) is a commonl]| @ Aaerithms
used error function which tries to minimize the|| pomes | e Metuerd
average error between the network's output and t

4\ Neural Network Training (nntraintool) = e |

Neural Network

Layer Layer

Progress

target value. And the training is successfully don{| o 0 T erations 1000
. . Tie 0:00:02
as shown in Flgure 8. ) Performance: 129¢+03 [[ 000765 1] ooo
A thousand images (Nine classes) of the type (| cudicnt 100 r=E 100210
vehicles train the network and they were enough {| ™= = 0% . R

give very good results in verification.

Plots
Batch training is selected as the training methof| [_Peeformance

instead of online training, since the later would| [ Tmmnasiste | oo

favor the minimization of the errors for the clesse |“+””7|

that have more training patterns. As for the transf|| ettt 1 Aispochs

function, differentiable transfer functions in both

layers have to be chosen. The performance of t

network was tested for different configurations o

the tansig and log-sigmoid functions for both

hidden and output layers. It has been found that

choosingtansig for the hidden layer ankbgsig for

the output Iayer would be the optimal _choice4_c) Recognition Per formance

Cross-validation was used to prevent over-fitting.

%# Minimum gradient reached

@ Cancel

Figure 8.Neural Network Training via Matlab.

After optimizing all the parameters of the The system has been tested for its accuracy and
network, final architecture is obtained andeffectiveness on a database of about 10 vehicles
summarized in table 7. from 9 users. All the samples of our database were
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preprocessed and the global features were extractedralse Identification Ratio (FIR): The false
out. After the detection of face of the car and tha&lentification ratio is given by the number of fake
determination of the coordinates of the plate, weecognition (identified as class Ci) made on the
determine the 3 parameters to recognize the type gfoup of image not among the class choséi (
vehicle. identified by the system with respect to the total
| number of comparisons made.

False Rejection Ratio (FRR): The false rejection

ratio is the total number of fake identificationr fo

_ EG3PPA 75 S the group of the chosen class (Ci) rejected by the
- : Y 4 system with respect to the total number of

_ comparisons made.
Both FIR and FRR depend on the threshold
Figure 9.The face of one test image. variance parameter taken to decide the genuineness
of an image. If we choose a high threshold variance
then the FRR is reduced, but at the same time the
By realization, one classifies the parameters FIR also increases. If we choose a low threshold
according to the strategy: variance then the FIR is reduced, but at the same
time the FRR also increases.

Eitfﬂﬁiaﬂon Eztftiﬁiaﬂon Eztneﬂgiaﬂon We obtain taking a threshold of 90% a FIR of 1.6%
parameter 1: parameter 2: parameter 3: and a FRR of 3%.

D2/height D3/height D4/height The network was tested and it was capable of
92% 95% 96.67% classifying the type of vehicle of the taken datsba

and a classification ratio of about 97% was
Then, compared to the various tests carried o@btained. And the minimized error percentages
we obtain as result that the type of car is 95%onstitute an additional factor for the succesthef
CITROEN. The figure 10 shows the variation ofverification system.
rate of identification of this kind of vehicle A number of incorrectly recognized vehicles (SM
according to the different parameters. grads) from both datasets are shown in Figure 11.
The main modes of failure in the "Parking Lot”
data, top row, include severe in-plane rotation and
poor lighting conditions. The latter is also a s®ur

of errors with "Access Control” data, bottom row,
along with severe out-of-plane rotation.

H Recognition rate

paramitre3 paramétre2 paramétrel

Figure 11: Recognition failureswith feature
extraction.
Figure 10.The variation of geometric parameters:
first parameter gives 95% OPEL, the
second 96.67% OPEL and the third 92% 5. CONCLUSION
OPEL.

Neural networks have demonstrated their success

. . i % many applications due to their ability to solve
network trained, allows showing the effecuvenesgome pyrotF))IEe)ms with relative ease of u)ée and the

of our process for the identification of the typle 0 hodel-free property they enjoy. One of the main

vehicle. . . -
. features, which can be attributed to ANN, is its
The data base of about 90 vehicles was teste ility to learn nonlinear problem offline with

The_ precision of the identification of the typetbé elective training, which can lead to sufficiently
vehicle can be expressed by two types of error (FI ~curate response
and FRR) for a one class chosen (Ci): P '
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