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ABSTRACT

In text classification, the purity of the Gini indecan be used. When purity value is greater, the
characteristic of the information contained in th#tribute is higher, and the feature distinguishing
capability is stronger. But using the Gini purityrinula on feature weight, the classification ressilhot
very good, one of the main reasons is those rardsmanly appearing in one category and not appgamin
other categories can not be strictly differentiatadbrder to solve this problem, On the basis ofi @dex,

an improved feature weight method based on Girgxnldlas proposed. By introducing the approximation
quality of features term in the categories, aceaydio the category distinguishing ability adjustme
weight, using the purity formula feature weight garison, the above problem is well solved, which ca
effectively improve the performance of text claissifion. The experiments have verified the feaitjbof

the proposed method.
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1. INTRODUCTION (1) TFIDF
TFIDF is very simple, but more obvious

As a result of natural language is a kind of senghortcomings: First, a typical situation is thag th
structured information in text classification [Zjp total number is not change, if a feature term appea
prior to text classification, the structured hanglis in @ category, according to the IDF formula, when
needed. The current text categorization is oftemiusin the same category containing the features of a
to use vector space model representing the tekt, 38Xt is increased, the value of IDF is instead cedu
during the process of ponstructing the formation of Obviously, it is not compatible with the actual
the high dimensionality of the feature, for thesjyation; if a feature term in only one category,
majority of the cIaSS|f|c_at|on algorithms are difiit with the emergence of the text number increasing,
to handle. Therefore, in order to reduce the burdgRe feature of the category distinguishing ability

of machine leaming, it is necessary to carry bet t shoy|d be gradually become strong. Second, TFIDF
dimension reduction. Feature dimension reductiojethod only consider the feature in the whole

methods advantages and disadvantages impact §gnpje space distribution, and did not introduce

final classifier performance. In the current texiateqories information ( attributes ) into the faten
mining classification system [3] of performance hagy \eight, so it is difficult to improve the preiua
not achieved satisfactory situation, text featurgs q|assification.

dimension reduction technology is still the fielfl o . _
text classification a fundamental and decisive joi2) Mutual information
The common feature selection and weight method |y, jiively, score in the mutual information is

with TFIDF, mutual information, information gain pigher the degree of correlation between features

and X Statistics etc. But these methods have somg, categories is greater. But the biggest drawback

defects, detailed analysis is as following: is not considering the characteristics of the term
frequency.
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(3) Information gain semantic context and underlying conceptual

. structure information. And the classification effec

Th_e shortage of the m_formatlon 9an 1Syased on the purity of the Gini index probability
considered the feature appearing and not appearifg. 1 is not very good

when feature term in most of text is not appear,
weight characteristic feature is decided by thenter (2) Dimension reduction technology
not appearing, therefore, the effect of the

information gain will be significantly reduced. Dimensionality reduction techniques impact text

classification performance, when text is expressed
(4) “ x*"statistics in VSM, the dimension of the feature vector often
up to thousands and even higher, most classificatio
The “x* " statistics is a good feature selectiormethods are unable to bear such a large set of
method in the classification, there are not enoudkatures. If has no dimensionality reduction, not
when feature term in the whole training set is obnly the calculation can be costly, and a large
very high frequencies, and in the designated classimber of not containing text classified informatio
rarely appeared, thex® ” statistics score will be terminology is existed, which will cause the
higher , in fact this kind of word is needed to b&lassification performance being greatly reduced.
filtrated. Dimension reduction method in Gini can be divided
into feature selection (weight) and feature

Text classification is a key technology of th&econstruction. Feature selection is mainly TFIDF,
Web text mining, including data mining, machine . , . . . 2
utual information, information gain and

Learning, neural networks, statistical and natural - U&
language processing and many other fields of stuoflt,at'sncs'
and has a wide range of applications in information In view of the several common feature selection
retrieval, information extraction, information and weight method is insufficient, many scholars
filtering, automatic indexing, documentput forward different modification, and the
organization etc. In Past 40 years, domestic amgnstruction of the new feature selection and weigh
foreign scholars on the text classificatiormethod, and these methods to some extent improve
technology conducted in-depth research, an#he text classification performance. Gini index was
obtained many achievements. Research of tedtveloped by Breiman etc. Putting forward the
classification has entered a practical stage. Gkineearliest, it is a kind of multi valued attributes
text classification technology research begasplitting method, many scholars based on it carried
relatively late, to 90 time, as a result of artdlc out research on feature selecting and weight
intelligence technology, expert system was applieghethod, for example: Shankar adjusted feature
and developed in the field of text classificationweight application based on the basic principle of
Although many domestic and foreign scholars ithe Gini index, but due to used iterative method,
the field of text classification has been gottenyve which caused more time consuming; Charu based
fruitful research achievements, but Some kegn the Gini formulas impurity degrees studied text
technology to some extent still affected the texfieature selection problem; Shang Wengian on the
classification system performance and practicalithasis of Gini purity formula launched a study of
especially at home, because of the late startheo tfeature selection, a variant of formula for feature
research level is relatively backward in many. selection, while these variant of formula and the
other feature selection methods in different
classifier performance were comparied. The
Text representation of text classification is armlassification effect is good, but the results ao¢
important research direction. At present, there arery satisfied, and classification effect on selvera
mainly 3 kinds of text representation modelvariants formula of feature selection are not
Boolean model ( Boolean Model ), vector spacsignificant, among which, classification effect of
model ( Vector Space Model, VSM ) and almosthe purity formula of Gini index( Purity Gini Index
Rate model ( Probabilistic Model ). VSM in thethe PG for short ) effect is slightly better, orfahe
knowledge representation has a huge advantage, n@in reasons is PG for the rare words in only one
only is simple in concept, and the operation isategory was calculated as 1, which is not strictly
convenient, which is currently the most populat texdistinguished from those feature term appearing in
representation model and in many systems halerge amounts in a category, and not appear irr othe
very good application. However, the biggestategories. In view of the above problems, an
deficiency is the assumption of text charactersnproved Gini index text classification method is
independent of each other, so the loss of teput forward.
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2. THE TEXT CLASSIFICATION BASED ON The purity measure form conforms to the
THE IMPROVED GINI INDEX thinking habit, when purity value is greater, the

information contained in the term is higher, it is
said that the feature distinguishing capability is
2.1 ThePrinciple Of The Gini Index stronger, this article is also use the purity

Gini index [4, 7] is a kind of purity split method, measurement method. Good feature weight methods
are required to complete two tasks:

it is suitable for the category, binary, continuous
numerical and other types of fields, it was the (1) Must be able to sort according to the
Breiman that in 1984 in Classification andcharacteristics of the categories of ability;

Regression Trees [6] proposed in the paper, the

main algorithms of thought is [1]: (2) Must be able to adjust feature weight and

increase those with a high category distinguishing
Hypothesis U is object not empty finite setability of feature weight
according to the category of attribute value, which

can be divided into N different categories, anchthe Accorc_img to the Gini purity formula, although to
Gini index number is: a certain extent, which reflect the features

distinguishing ability of a category, if do not asdf
o 2 purity formula in the feature weight assignment,
Gini(u) ‘1_;“)(0 [u)] (1) mainly include the following two questions:

The P(c |u) expressed in node u conditional First, if a feature term in only the Ci class

probabilities that object set U belongs to tGe @appeared in small numbers, according to the

class, when the minimum value @ini(u) is O, formula (3), the result is equal to 1. However, whe

namely the nodes all objects belonging to the santﬂe feature terms [4] appeared in large numbers in

e : )
category, which would be the most useful'© G ) class, and a few in other categories,
information; when the all objects in the node hav&ccording to the formula (3), the results should be
the uniform distribution to category field, less _than 1. In fact, the latter feature weightsusth
Gini(u) gets maximum, as means can get minimurh€ Pigger.

useful information. If the set according to a sibse Second, if the feature term appeared only in the
of attributes is divided into the number of K setc class, no matter how many times, according to

(u, j =1,2..k), after splittingGini(u) is the the equation (3), the results are equal to 1, fitois
; consistent with the actual situation, because the
Gini, (u) = z&Gini () (2) feature term only appeared in a category text én th
* @ n ! case, only a small number of appearing is compared

Among this, the n is objects number of n is to appearing in Iarge numbers, im_portant degree is
! much smaller, which can even think of those few

sub-node object number. The basic idea is that thg e aring words without any effect on decision
Gini index for each attribute to traverse all pbEsi |5ssification making. Article [26] in feature

segmentation method, if which can provide thgg|ection, Gini purity formula was changed into the
minimum Gini coefficient, as in this node can b%llowing form:
made splitting criteria, whether for the root naite

\ N
a child node. GiniTxt(u) = Y P(c |u)Pulc) (4

i=1
2.2 The Improved Gini Index In the formula one factoP(c |u) was replaced

The Gini index measure contained information i?Y P(U1¢), to a certain extent overcome the defect
the attribute by complex degree forms, complexitincreasing rare word weight of Gini purity formula,
is bigger, and attribute information containedhia t but which will appear the new problems in Figure
volume is smaller. However, many scholars in thé.
application of Gini index for text feature selectio

. . - Figure 1 in the experiment may occur a kind of
and weight tend to use pure metric foRfs , i.e. 9 b y

special situation, in which|c E N # 0,that is, in

n 2 training set, the text total number of each catggor
PG(u) =iZ_l:[p(Ci|u)] (3) is N; Casel representation tettnonly appearing
_ number inc, text werex; Case2 showed the term

269




Journal of Theoretical and Applied Information Technology ...
30" September 2012. Vol. 43 No.2 ~J

© 2005 - 2012 JATIT & LLS. All rights reserved- SATIT
ISSN: 1992-8645 www.jatit.org E-I1SS1¥17-3195

t, only appearing number igandc, text werex  given less weight. Therefore, introducing features
term of a category of approximation quality of

and y ; Case3 wad, appearing number ig, , C
Y %, appearing GG a,(u) is defined as:

and c, text werex,y andz .When x=y=z#0,

the three kinds of circumstances by the formula (4) _ _juncC |

obtained the result is the same, but this is glearl a,(u) =P(C |u)= U | (5)

not realistic, especially whex=y=zand the  pefinition of feature weight adjustment operator
value is relatively large, then tend tN , | isfor:

terminology in Casel should have a strong category

distinguishing ability, while Case2 and Case3 in U (a (u)):{%r”i>t (6)
terms of categories is weak. i) ast
Among which, the threshold (0(0.5,1], used to
= = o control the quality of approximation feature
category, when the category of the approximation
Casel-tl IR R R quality of a; (u) is superior to t, in most cases which
X has good category distinguishing ability, and was
1 - 3 able to make as, class feature. At the same time,

— the introduction of t could increase the fault
tolerance, especially in the results for the sekbct

corpus inventory in the case of multi-subject text.
[F, " T  S— Analysis shows that, the appropriate selection ,of T
which can improve the classification performance.

Case2:t2 1 Y O O I O O A O I

“ {_f CJ. Thus, by theu operator, under t.he control of thg .T,
Cased:td 1 13 1 ] in the ¢ class appearance in great quantities,
S whereas in the other relatively few appearance to
O e e L—— | feature, are similar to think that these featunely o
Figure 1: The question of improved the appear inc class, which can alleviate on certain
formula (4) level the first class of problems ( Experiments t =

Analysis can be found, when the x, y, z and|| 0.8).

is not zero, the Casel and Case2 in formula (4)In order to solve first and two prevalent in
results in a sufficient condition is equal toincreasing rare words weight problems, based on
c/c,=|x]|/|y|; which makes the Casel andthe formula (4.6) the feature weights were adjusted

Case3 in formula (4) results in an equal a sufficie further, — and increase the high category
condition isx/y=|c, |/]c, |, andx/z=|¢ |/]c, | distinguishing ability of feature weight, the lower
Theref f la (4 2 Gini ity f 3 | ability characteristics maintain constant value, so
. djir;r?reer;t n:)ermg(?is(nét :/Oery el.\r#ecr'iiL\J/rgy ormuia 4efining feature weight adjustment operatas for:

In the purity measure formula&®(c |u) means A(uci ))={fi(u)xluolsﬁ<_11 (7)
conditional probability object set U of the node u  Through the above definitiop, operator and
belong to thec class. In the text classification, operator feature was adjusted, improved feature
according to one feature, it i degree the text was weight formula based on Gini purity is as follows:

2
accurately classified to the decision classes. NG(u) = i[ﬂ( p(c |u))] X A(u(p(c |u)  (8)
Which can be found, ifi 0{,2,L,N} , and -
P(c |u) €[0.5, 1], thenP(c |u) is bigger, feature
category distinguishing ability in Gini will be mer
strong; conversely, ifi0{L,2,L,N} , such that At \Windows XP environment, using the

P(c |u) 0(0.5,1], this feature categories ability isdevelopment platform Eclipse 3.2 and JDK 1.5, the

poor. In the process of the feature Weightglgori.thm was _prepayed and realized. Experimental
adjustment, the former type of feature based dpachine configuration for 1.6GHz Processor,
specific situation may appropriately increase th612MB memory, 80GB Hard Disk. Experimental
weight; the latter type of feature term should be

3. EXPERIMENTSAND RESULTS
ANALYSIS
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data derived from Fudan University, Li Ronglu with 100

the Chinese text classification corpus. = 0%
090
£ o085}
3.1 Experimental Content 0.80 -
0.75
Feature selection efficiency can be tested throu¢ et

the classification results, in order to verify the ;.|
effectiveness of algorithms based on Gini index ¢ 440 L

feature weight method, and use the most Git 0.55 L = NG

performance  evaluation parameters: recal 0.50 | o PG
precision and F1 value. 045 | —&— TFIDF

i 0.40 1 | 1 1 1
Experimental data came from a source @ 0 500 1000 1500 2000 3000 4000 5000

selected physical, economic and artistic threestexi
the training set is 3 x700 texts, and test seRB41
sports texts, 1601 economy texts, 850 art texts.
Design of two kinds of classifiers: KNN classifigr
K=40) and NB classifier. And in the KNN classifier o

The feature number of the categorv

Figure 2: The TFIDF, PG and NG in KNN
classifier recall performance

using TFIDF, Gini purity formulaPG (3) and the 0.95 -

improved weight formula NG(8), as well as in the ¥ o090 f\ﬂ

NB classifier based on word frequency mutual%; N e S
information of MIDF and NG, respectively, for = %38 &= D =
each category of recall, precision and F1 valueswer g;; B

censused, by macro average overall assessed t . |
effectiveness of feature weight method. Based o 0.60 -
the frequency of mutual information MIDF is a kind 055 b

. . . R —=— NG
of mutual information method, which mainly added 0.50 |- —=_ PG
the various frequency information to the mutual 045} == TFIDE
information in the formula, the specific formula is %40 ——"—"F4—"F4—"»4—1—1—
as follows: 0 500 1000 1500 2000 3000 4000 5000

The feature number of the categorv

M, (f,c) = log E’i;%: IEE:Z)S;TE'I . Figure 3: The TFIDF, PG and NG in KNN
S P Igbl ' (9) classifier precision performance
=log————*= +log—
TF(f,db) lc| 1.00
Among them:TF(f,c) is the times in C text gz;_
feature; TF(f,db) is the number of occurrences of 085 |
f feature in DB text setsgp | is text feature number 0.80 1=
in the entire set DB;d| is the feature number in - g;;_
ctext of terms. 0.65 -
0.60 -
3.2 Results And Nanlysis EZ; .
Figure 2-4 are respectively TFIDF, PG and NG g:; T
three kinds of feature weight method, which choos "0 500 1000 1500 2000 3000 4000 5000

a different feature number in KNN classifier on
three kinds of classification performance evaluatio
index and macro average performance.

The feature number of the categorv+

F|gure 4: The TFIDF, PG and NG in KNN
classifier F1 performance
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1.00 (1) No matter how to adopt which classifier,
0.95 S_TE}F::E)\—E—E—E—_E based on Gini index feature weight method shows
0.90 = \ good classification effect. In the KNN classifier,
oz 085 \-\ NG classification results is better than TFIDF and
8 g'ff__ % Gini purity formula PG; And in the NB classifier,
027; B “mQ\ NG overall classification result is better thanttbf
0.65 F E—— MIDF
0.60 (2) In the experiment, the Gini purity formula PG
g':;'_ B NG weighted characteristics, the classification effisct
| —S— Mips not so good, one of the main reasons is PG foethos
ot ! ! ! ! ! ! ! in only one category in the rare words is calcualate
0 500 1000 1500 2000 3000 4000 5000 as “1”, which is not strictly distinguished from
The feature number of the category those in large amounts in a category, in other
Figure 5: NG and MIDF in NB classifier recall categories do not appear in the feature.
performance . . .
1.00 For example: in this paper the experimental data,
095 | g-_—:ﬁ':h.' economy class has nearly more than 2000 feature
090 = - ig = e by the purity of formula PG results for 1, from raor
- 087 TS e than 2000 features selected in 1000 and there is no
B g'fg__ certain standard, so the resulting classification
z o:;o_ effect is not very good. In addition, the [7] in
0.65 - experiments using Gini purity formula for feature
0.60 selection, after the selection of 1000 characfesist
055 - . using TFIDF weighted, but according to the IDF
- —=— NG . .
= —o— My formula, assuming the same total number of text is
g-:; L L T unchanged, if a feature term all appear in a

category, when in the same category contains the
features text to increase, the value of IDF will

decrease. Therefore, in paper [7] classification
result is not a particularly good reason may be

0 500 1000 1500 2000 3000 4000 5000
The feature number of the categorv

Figure 6: The NG and MIDF in NB classifier precisio
performance

1.00 appear in the example above.
gz;_ g—o—a o a9 - (3) From the selection of features number of
S \ different perspectives, feature number in the
0.80 | \ interval [1000, 1500], or in the vicinity of intealy
0.75 | S the classifier performance will reach a maximum,
= o070 TS before the characteristics dimensionality redugtion
0.65 1 e three types of text features number is more than
I 30000, so that means after the deletion
EZS_ —&- NG approximately 80%-90% feature, not only won't
045 | TS~ My reduce the performance of the classifier, but
0.40 ! ! L ! ! ! improve the classification effect.
0 500 1000 1500 2000 3000 4000 5000
The feature number of the category 4. CONCLUS|ON o
Figure7: The NG and MIDF in the NB classifier Flvalue of Qn the analysis of the_GmI, '”qex and feature
the performance weight based on the basic principle, through the

introduction of category approximation quality as a

Figure 5 to Figure 7 are respectively based Of,aation feature weight importance standard, the

word .frequency mutual_ information M”_DF and NGyeqtre weights are further adjusted, a new feature
tV,VO kinds of feature weight method, Wh'c,h, choose %eight formula based on Gini index has defined,
dlﬁergpt feature number in NB qlassmer threq‘inally, in the KNN classifier and NB classifier,
classification performance evaluation parameterr%Spectiny has compared with TFIDF, PG and
and make macro average performance. MIDF, which validate this new feature weight

From the experimental curve in Figure 2 tdnethod on the classifier performance has improved
Figure 7: to some extent.
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