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ABSTRACT

A New Decision based Unsymmetrical Trimmed Midpoint algorithm, which uses asymmetric trimmed
midpoint rather than median for the restoration of gray scale and color images that are heavily corrupted by
salt and pepper noise is proposed. The processed pixel is checked for 0 or 255; if examined pixel is equal to
0 or 255, then it is considered as noisy pixel else not noisy. The noisy pixel is replaced by midpoint of the
asymmetric trimmed array. The non noisy pixel is left unaltered. Under high noise densities, the proposed
algorithm fairs well by preserving fine details of the image. The Rank ordering is done by using a modified
snake like algorithm with reduced number of comparators. The proposed algorithm shows excellent results
quantitatively and qualitatively when compared to existing and recent filters. The proposed algorithm is
tested against different grayscale and color images which gives higher Peak Signal-to-Noise Ratio (PSNR)
and good Image Enhancement Factor (IEF) with edge preservation capabilities even at very high noise
densities.
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1. INTRODUCTION

Digital images are often corrupted by impulse
noise, due to faulty camera sensors, transmission
of images over faulty channels . Impulse noise is of
two types, salt and pepper noise and random valued
impulse noise. The intensity of salt and pepper
noise always takes relatively high or low gray level.
Filtering the corrupted digital image by preserving
its details is very important part of image
processing [1]. Various non linear filtering
techniques have been formulated. Standard median
filters (SMF) removed salt and pepper noise
effectively by preserving the edges but flatters at
high noise densities [1]. An adaptive median filter
eliminated the above drawback, but owing to its
increasing window size lead to blurring of images
[2]. Over the years many Threshold based median
and related impulse noise filters were proposed in
recent years such as Detail preserving filter
(DPF)[3], Pixel-wise MAD (PWMAD) [4] filter,
Signal dependent rank order mean (SD-ROM)
filter[5], Switched median filters [6]-[7] were
proposed. These filters do not have a strong
decision or does not consider the local statistics.
Hence they fail at heavy noise levels without
preserving the fine image details. To elude the flaw,
Decision based filter [8] was proposed. This filter

identifies the processed pixel as noisy, if the pixel
value is either 0 or 255; else it is considered as not
noisy. Under High noisy environment the DBA
filter replaces the noisy pixel with neighborhood
pixel. In spite of repeated replacement of
neighborhood pixel results in streaks in restored
image. To avoid streaks in images an improved
DBA (DBUTMF) [9] is proposed with replacement
of median of unsymmetrical trimmed output, but
under high noise densities all the pixel inside the
current would take all 0’s or all 255’s or
combination of both 0 and 255. Replacement of
trimmed median did not fare well for above case.
Hence Modified decision based un-symmetric
trimmed median filter (MDBUTMF) [10] s
proposed. The above cause is eliminated by
replacing the mean of the current window. When
the noise densities scale greater than 80% the
Smudging of edges occurs. The proposed Decision
Based Modified Mean filter (DBMROMEF) uses
basic Rank ordered modified mean logistics to
eliminate the above stated flaws by preserving This
letter is organized as follows. Section Il deals
exclusively with analogy of decision based
modified mean filter. Section IlIl gives the
qualitative and quantitative comparison of proposed
filter with existing filters. Section IV gives the
concluding remarks for this letter.
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2. DECISION BASED MODIFIED MEAN
FILTER

2.1 UNSYMMETRICAL TRIMMED FILTER

The crux behind the above filter is to eliminate the
outliers inside the current window. Certain type of
non linear filters such as Alpha trimmed mean filter
(ATMF), Alpha trimmed midpoint (ATMP) etc.,
works on the above principle. These filters use a
parameter called “o” which decides the number of
pixels to be eliminated. It was found that when “o”
is increased, the filter fared well. For high noise
densities it does not preserve the image information
due to the elimination of outlier values. So to
overcome the drawback of fine detail preservation
and removal of impulse noise during heavy noise
conditions Decision based midpoint (DBMP) is
proposed.

2.2 SNAKE LIKE
SORTING

IMPROVED SHEAR

Over the years sorting algorithm is a basic
operation behind all the median filters. All the
existing  sorting  algorithms  require  more
comparators as shown in table 1. In this paper a
new snake like improved shear sorting algorithm is
proposed for ordering the entire array of processed
pixels as shown in figure 1. Let D be an m x n
matrix which is mapped with linear integer
sequence W. Sorting the sequence W is then
equivalent to sorting the elements of D in some Pre
determined indexing scheme. The proposed Snake
like modified algorithm consists of three basic
operations row sorting, column sorting and semi
diagonal sorting. The algorithm of the proposed
snake like improved shear sorting algorithm is as
follows.

Stepl: The considered 2D processing window as
shown in figure 1.a

Step2: Sort the 1™ and 3™ rows of the 2D array in
ascending order and 2™ row in descending order
independently .The sorted sequence is fed to step3
as shown in figurel.b.

Step3: Sort the three columns of the 2D array in
ascending order .The sorted sequence is fed to step4
as shown in figure 1.c. Step4: Repeat step 2 and 3
once again as shown in figurel.d and e.

Step5: Now Sort the upper semi diagonal of the
semi sorted 2D array in ascending order as shown
in figurel.e.

Step6: Sort the Lower semi diagonal sorted array in
ascending order as shown in figurel. Resulting

array is sorted in a snake like order. The procedure
is repeated for the other windows of the image.
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Figure 1 illustration of the proposed sorting methodology

TABLE | Complexities of various sorting algorithm

SORTINGTECHNIQUES | Number of Comparisons
required to sort the entire
Jxdwindow (worst caze)

Bubble sortmg [

Insertien sortme O(n-) )

Selection zortl{n-) Hn)

Llerge Sort Inlogn)

Hezp Sort Dnlegn)

Quick Sort O{nZ)

Shear sarting 0{2*i3n}]

Snake like Modified shear O(4n+2v [n))

sorting

(proposed Sorting Algorithm)

2.3 PROPOSED ALGORITHM

The Decision based modified Rank ordered mean
filter (DBMROMF) initially detects impulse and
corrects it subsequently. All the pixels of an image
lie between the dynamic ranges [0,255]. If the
processed pixel holds minimum (0) or maximum
(255), pixel is considered as noisy and processed by
DBMMF else as not noisy and the pixel is
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unaltered. The brief illustration of the algorithm is
as follows.

Step 1: Choose 2-D window of size 3x3. The
processed pixel in current window is assumed as
pxy-

Step 2: Check for the condition 0 < p,, < 255, if the
condition is true then pixel is considered as not
noisy and left unaltered.

Step 3: If the processed pixel py, holds 0 or 255 i.e.
(Pxy=0 or p,y, =255) then pixel p,, is considered as
corrupted pixel. Convert 2D array into 1D array.
Sort the 1D array which is assumed as Syy.

Step 4: Initialize two counters, forward counter (F)
and reverse counter (L) with 1 and 9 respectively.
When a 0 or 255 are encountered inside the window
F is increased by 1 or L is decremented by 1
respectively. When pixel is noisy there happens to
be two possible cases.

Case I: If the processing pixel is noisy and the
current Processed window contains few 0”° and
255" So check for 0 or 255 in sorted array Sy,
simultaneously counters would propagate along the
S,y array thereby eliminating outliers retaining only
the pixel that hold values other than 0 and 255.
After checking all the pixels F and L would hold a
particular value indicating the number of outliers
eliminated on either sides. The noisy pixel is
replaced by the midpoint of the sorted array.

Case Il: If every pixels that reside inside the kernel
is the combination of 0 or 255. Even this condition
is addressed by the case | operation. There by
making the algorithm simple. When all the pixel
elements hold 0 or 255 then the values are retained,
assuming it as texture of the image.

Step 5: Steps 1 to 4 is repeated until all pixels of the
entire image is processed.

2.4 INSIGHT OF
METHODOLOGY

The salt and pepper noise is initially detected by
comparing the processed pixel with 0 or 255. This
process is done on entire pixels in the image. The
bigger matrix refers to image and values enclosed
inside a rectangle is considered to be the current
processing window. The element encircled refers to
processed pixel. Step 2 is illustrated in case (1).
Step 3 and 4 are visualized along with the case I in
case (2) .Case Il is briefed in case (3).

Case (1): In the illustration given below, check
the processed pixel for 0 < p,, < 255. In this case
the processed pixel is 106. Hence processed pixel is
not O or 255. So pixel is considered as noise free
and pixel is unaltered.

THE PROPOSED

e
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00 2% 0 2% 0 0 25 0 2%

o [u6)2ss| 255 255 =% ({6) 255 255 25

0 163 255|235 123 0 163 255 255 123
0122 255 124 255 0 122 255 14 255
0 255 2% 235 2% 0 255 255 235 135

Corrupted image segment Restored image segment

Case(2): In the selected window the processed
pixel holds 0 (or 255). So the processed pixel is
considered as noisy. Initialize forward counter F=1
and reverse counter L=9. Convert the 2D array into
1D array and sort the converted array. F and L
counter moves in forward and reverse directions
respectively.

94 0 0 0 O 122 255 127 255
0 0 0 0 94 122 127 255

Unsorted array:
Sorted array Sy
255

Now check for the presence of 0 or 255 in the
sorted array. Every time a 0 is detected F is
incremented byl and 255 is detected L is
decremented byl. In the above example there are
three 0 and two 255. Hence F is incremented by
four times and L is decremented by 2 times. Now
finally F is holding 5 and L is holding 7. Now the
corrupted pixel is replaced with midpoint of the
trimmed array i.e. corrupted pixel is replaced by
(S(4)+S(7))/2 = (94 +127)/2= 110.

N 050D N0 0
% 0 B55] 155 155 W0 W5 B B
0 @ |55 1) 5 o(n)w 5 m
0 11 55|14 25 01 B 1M W
23507 155 19 0 255 255 255 25

Corrupted image segment Restored image segment

Case (3): This sub case works if the entire pixel
inside the current window is either pepper (0) or
salt (255). Initialize F=1 and L=9 and convert the
elements of 2D window into 1D. Sort the 1D array.

00 D50 2% 0 0 235 0 2%

25 (1) 25|55 %55 ) 155 (1) 15 55 355
%5 113 0

2% 25 255 05 155 123
0122 255 14 25 0 122 235 14 23
0 2% 255 255 2% 0 255 235 2% 2%

Corrupted image segment
Unsorted 1D array:

0 2550 0 255 255 255 255
Sorted 1D array Sy

Restored image segment
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0 0 0 0 255 255 255 255 255

Now the F counters propagates forward and L in
reverse direction. Finally F and L hold 5 and 4
respectively. Hence the noisy pixel is replaced by
(S (5) + S(4))/2= (255+0)/2=122.

3. SIMULATION
DISCUSSIONS

RESULTS AND

The Quantitative performance of the proposed
algorithm is evaluated based on Peak signal to
noise ratio (PSNR) ,Mean Square Error (MSE) and
Image Enhancement Factor (IEF) which is given in
equations 1,2 ,3 respectively.

2
PSNR = 10I0910(§/|585Ej
(1)
Z Z(rij _Xij)2
MSE = & 1
M xN (2)

IEF =w
[z ;Xij _r”} (3)

Where r refers to Original image, n gives the
corrupted image x is denotes restored image, M x N
is the size of Processed image. The existing
algorithms used for the comparison are SMF. AMF,
DPF, PSMF, DBA, MDBUTMF. The qualitative
performance of the proposed algorithm is tested on
various images of various compositions.
Quantitative analysis is made by varying noise
densities in steps of ten from 10% to 90% on low
detail, medium detail and high detail images and
comparisons are made in terms of PSNR, IEF, MSE
and Time. Results and graphs are given in Table II,
I, 1V, V and figure 2,3,7,8 respectively. All the
simulation is implemented using MATLAB 7.0
(R14) in Intel Pentium (R) dual CPU
E2140@1.6Ghz with 1GB RAM capacity. It is
vivid from the tables and graphs that the proposed
algorithm fairs on par with MDBUTMF at low
noise densities. In case of high noise densities the
proposed algorithm has excellent noise suppression
characteristics. Hence the algorithm has high
PSNR, IEF and low MSE when compared to other
algorithms. The qualitative aspect of the proposed
algorithm is listed against various algorithms for
very high noise densities (70%, 80%, and 90%) on
Lena (Gray scale image) as shown in figure4. The
edge preservation of the proposed algorithm is

shown for Baboon image for noise composition of
85% as shown in figure 5. Canny edge detection
method is used for the edge detection. The
proposed algorithm also fairs well even for color
image at very high noise densities as shown in
figure 6. It was found that even at 80% noise the
proposed algorithm preserved the global and local
edges. At high noise densities (above 80% for high
detailed image such as baboon) filters such as SMF,
AMF, DPF, PSMF fails. The DBA algorithm
induces streaking thereby edges are affected. The
problem with MDBUTMF causes the image edge to
smudge away thereby resulting in poor edge
preservation.  The proposed algorithm shows
excellent noise suppression and edge preservation
capabilities. The proposed algorithm effectively
removes the salt and pepper noise and preserves
edges for low, medium and high detail images. For
very high noise densities the proposed algorithm
preserves the global edge even for high detail
image. It was found that SMF, AMF, PSMF, DPF,
fails at very high noise densities. The Streaks
caused by DBA is vividly seen on image 4 6"
columns. The MDBUTMF fails to preserve edges
due to smudging of pixel edges it is given in
column 7. Hence it is evident from column 8 that
the proposed algorithm eliminates salt and pepper
noise at very high noise densities. It is evident
qualitatively the proposed algorithm preserves
global edge ( overall structure of the image) while
eliminating salt and pepper noise for the high
detailed image. It is found that the time consumed
by the algorithm is also optimum from the figure 4.
The proposed Mesh based sorting outclasses all the
existing Sorting Techniques.

4. CONCLUSION

A new decision based algorithm which used 2D
mesh sorting which is simple in approach and used
mainly for rank ordering. The proposed algorithm
gives excellent noise suppression capabilities in
gray scale and color images corrupted by salt and
pepper noise for high noise densities. The proposed
algorithm also fairs well in preserving the global
edge of the high detail images. The proposed
algorithm is also very good in eliminating salt and
pepper noise in color images. The Proposed
algorithm outclasses other classical and existing
recent algorithms both  quantitatively and
qualitatively for very high noise densities. The
architecture of the proposed algorithm can also be
easily realized.
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TABLE I TABLE V
PERFORMANCE OF VARIOUS ALGORITHMS AT DIFFERENT NOISE DENSITIES ~ Performance of various algorithms at different noise densities for
FOR PSNR Time
MNoisa PSWNE. IN DE Noisz PSNE. INDE
in % \D n% wD
SME | AME [ PSM DFF DEA | BLTME BPA SMF | AMF | PSM DFF DEA |Evmr | PA
10% | 349 303 3883 | 3381 | 35.02 43.12 413 10% 213 23 341 2738 84| 1543 | 173
20% | 303 69 3341 | 2753 | 36.84 4122 393 20% 226 229 212 | 27.56 8.98 764 17T
0% | 239 EE X 194 2318 | 3384 378 373 0% 163 225 214 | 2796 8.13 8.87 | 175
40% | 19.0 £ 1343 | 1876 | 33.26 64 36.1 40% 152 224 235 2837 8.09 925|176
0% | 139 273 | 2339 | 168 | 3145 | 343 348 30% 147 221 243 2878 | BO07 | 1021 ] 172
G60% | 1213 116 20027 | 1451 | 15863 32.13 336 60% 193 217 1.73 | 28.97 7.99 13174
70% | 100 166 004 123 ITEE 1961 313 70% 251 212 1.74 | 28.74 g.18 | 1185 | 172
g0% | 8.1 127 | 81 1079 | 2551 | 2683 | 306 20% 216 208 | 1641|3066 | 801 1299 | 174
a0y | 6.6 0% | 662 9711 2187 | 1245 | 278 D0% 1471 199 171] 308 831114741179
TABLE Il "
PERFORMANCE OF VARIOUS ALGORITHMS AT DIFFERENT NOISE DENSITIES . ‘%\
FOR IEF @ -
IEF ) -
Noise D o -
m% | SMF| AMF | PSM | DPF | DBA | srn | PA 1] \ % = AMF
10% EO0 | 468 | 2108 691 2303 | 6308 3168 Q0 ) : \
=z \ 3 ——PSM
20% 610 | 2813 1249 324 | 2763 | 7627 4989 =15
14
30% 214 | 2344 745 178 | 3311 | 6635 4748 > \\'\\ \ ——DPF
0% | o1 | 1920 | s0a | 107 | 2423 s21| 470s| OOV
o , -=—DBA
0% 409 TE3 306 i 1900 | 3848 4317 5
60% 18 25 191 48 1378 | 2821 4006 \M —+ MDBUTMF
700 | 20 | sa 19| 35| 1230 | 1334 | 3460 i ¥
-+ PA
0% 14 43 14 27 213 110.3 2617 5 . i i i . .
0% 11 25 11 11 391 455 1512 0% 20% 30% 40% &50% G60% 70% 60% O0%
NOISE DENSITIES
TABLE IV Figure 2 Perform_apce comparison_ of PSN_R at various noise
Performance of various algorithms at different noise densities for MSE densities for low detail Lena image
751
Noisa PSNE. IN DB 600 A
in¥% MDD 550
Q o
SMF | AMF | PSM | DPF | DBA | s | PA A N ~—SMF
10% | 209| 74| 84| 27| 31 2| 36 o .\‘\A\K A
20% 606 13.1 206 1146 134 419 74 0
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30% | 2503 220 | 7453121 | 169 82| 113 ] m* BN NN
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4
AN
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Figure3 Performance comparison of IEF at various noise
densities for low detail Lena image
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(@) (b) (c) (d) (e) ®) (9) (h)
Figure 4. Performance of different algorithms on Lena image corrupted by 70% salt and pepper noise in row1, 80% salt and pepper
noise in row 2, 90% salt and pepper noise in row3 (a) impulse noise (b) output of SMF (c) output of AMF (d) output of DPF (e)

output of PSMF (f) output of DBA (g) output of MDBUTMF (h) output of proposed algorithm
o 3 R iy . o g ‘ P" b LXTETR w- T IS B P 7 X
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(b) (©) (d) (€ () ) (h)
Figure. 5. Edge preservation after the filtering of various algorithms on baboon image for 85% salt and pepper noise (a) edges of
the original image (b) output of SMF (c) output of AMF (d) output of DPF (e) output of PSMF (f)output of DBA (g) output of

MDBUTMEF (h) output of proposed algorithm

b 'I",r-'l-, I."I' | WY, 1 .. -
(@) b) (©) (d) () ) ©) (h)
Figure. 6. Performance of various algorithms on baboon image corrupted by 90% salt and Pepper noise on color image (a) Noisy
image (b) output of SMF (c) output of AMF (d) output of PSMF (e) output of DPF (f)output of DBA (g) output of MDBUTMF (h)

output of proposed algorithm
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Figure 7. Performance comparison of MSE at various noise
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Figure 8. Performance comparison of Time at various noise

densities for low detail Lena image
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