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ABSTRACT

So far, plant identification has challenges foresal/researchers. Various methods and features theare
proposed. However, there are still many approaatmdd be investigated to develop robust plant
identification systems. This paper reports severgleriments in using Zernike moments to build fidia
plant identification systems. In this case, Zernikements were combined with other features: geametr
features, color moments and gray-level co-occugeamatrix (GLCM). To implement the identifications
systems, two approaches has been investigatetlappsoach used a distance measure and the sesedd u
Probabilistic Neural Networks (PNN). The resultewhthat Zernike Moments have a prospect as features
in leaf identification systems when they are coreliwith other features.

Keywords: Zernike Moments, Leaf identification system, GLEMN, City block.

1. INTRODUCTION vector. The average accuracy was 99% for three
plants: Arbutus unedp Betula pendula and
Identifying plants by using leaf image has beeRittosporum_tobira Wu et al. [5] used several
explored by several researches [1]-[8]. Variougeometric features and invariant moments to
approaches has been proposed to build plag@pture shape of the leaf and other features to
identification systems. Some of researches focusedpture edge of the leaf and vein of the leaf for
on green leaves and ignored color information ofecognizing 6 kinds of plants. The accuracy was
the leaf. For example, Wu et al. [1] used PNN tbetween 91.1% and 98.6%. Ehsanirad and Kumar
classify 32 kinds of plants. All the plants weredis [6] developed a plant recognition system by using
in their research have green leaves. Zulkifli [2] d gray level co-occurrence matrix (GLCM) and
a research using General Regression NeurBrincipal Component Analysis (PCA) to classify 13
Networks (GRNN) and invariant moment tokinds of plants. The accuracy was 98.46%. Jiming
classify 10 kinds of plants. The research also dilf] proposed a method called neighborhood rough
not include color features to the classifierset to classify 30 kinds of plants and gave 95.83%
However, the color information has beerof accuracy. Singh et al. [8] did a research tls&idu
incorporated in the plant identification by Maragt dataset Flavia came from [1]. They reported that th
[3]. They reported that their identification systenaccuracy were 46,30% by using Fourier moments,
could recognize 24 kinds of plants with accuracy up1,25% by using PNN-PCNN, and 81.56% by
to 92.2%. using Support Vector Machine (SVM) in
lassifying 32 kinds of plant. Lee and Chen [9]

. In .o.rde_r to obtain high pgrformance of the IeaElassified 60 kinds of plants by using 1-NN with
identification systems, combination of methods anﬁ.33% of accuracy.

features has been introduced. Chaki and Parakh

proposed a method called binary superposition thatIn this research, 60 kinds of leaves came from

based on shape features only. The approaftliage plants had been tested. Beside shape, color
compared the binary versions of the leaf image®nd texture were considered to obtained high

through superposition and using the sum of nomccuracy. It was dedicated to handle two or more

zero pixel values of the resultant as the featufgants that have similar/same shape but the color
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patterns on the leaves were different. Suc
condition occurs for example ifEpripremnum L Perimeter
pinnatum “Aureum” and Epripremnum pinnatum
“Marble Queen”. All features used in the
identification systems, either using a distanc
measure or Probabilistic Neural Networks (PNN).

2. BASIC OF THE SYSTEM

Area
2.1 Geometric Features
Geometric features are commonly used ir

identification systems. Several geometric feature
that were used in this research are described here.

Aspect ratio: Aspect ratio or sometimes called as
eccentricity is defined as ratio between lengtthef
leaf minor axis (w) and the length of the leaf majo
axis (Figure 1). It is notated as

. W
aspectratio = |_ Figure 2. Area and perimeter of a leaf.

Irregularity: Irregularity or dispersion is defined as
ratio between the radius of the maximum circle
enclosing the region and the minimum circle that
can be contained in the region [10]. It is notaed

maxg/(x, - %) +(y, = X)?)
min(/(x = %) +(y, -%)?)

q where (X, Y) is the centroid of the leaf and

irregularity =

(X, Y;) is the coordinate of a pixel in the leaf
contour.

Vein features: Vein features are features derived
from vein of the leaf. There were two kinds of vein
features, defined as follows:

'b’.ﬁ-— Vlz%

W v, = %

Figure 1. Components for calculating aspect ratio. ) )
A; andA, are pixel number that constructs the vein

Circularity: Circularity is ratio between area of gng A is area of the leaf. The vein of the leaf was
the leaf (a) and square of perimeter (p) of thé la constructed by using morphological operation
can be notated as called opening [1]. The example of the results is
shown in Figure 3.

: . a
circularity = —
Y

Figure 2 shows the area of a leaf and its perimeter
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V; « pixel number of B\

V, « pixel number of BW
7. Calculate area of the leaf:

A — area of(Binary leaf)
8. Calculate the ratio of:

A~ VA

A« Vol A

Solidity: solidity is defined as ratio between the
area of the leaf and the area of its convex hdl].[1
So,

area of leaf

solidity =
area of convex

Convexity: Convexity is defined as ratio between
the convex hull perimeter of the leaf and the
perimeter of the leaf [11]. Mathematically, it is
The algorithm used in that operation is describedotated as

Figure 3. Leaf and the structure like vein.

as follow. .
. convexperimeter
1. Convert RGB image of the leaf to gray convexity= -
scale image and binary image: perimeter
Grayscale_leaf— grayscale of the leaf Figure 4 shows an example of the convex hull (the

) ) red color).
Binary_leaf — binary of the leaf

2. Create two structure elements with disk
shape and the radius 1 and 2 respectively:

SE, -~ disk shape structure element, r=1
SE, ~ disk shape structure element, r=2

3. Do opening operation to both structure
elements:

B; ~ opening(SH
B, ~ opening(SE

4. Subtracted the grayscale images of the leaf
by the result of the opening operation:

Figure 4. Convex hull.

Convex hull can be obtained by using algorithm

Dy ~ subtract(Grayscale_leaf,p ‘Graham Scan’ [12]. The basic principle to obtain a

D, ~ subtract(Binary_leaf, B convex hull is described below.
5. Get the binary images of Dand O by 1. Find a point p from a set P that contains
using Otsu method: set of pixels. This point is known as an
anchor point. To obtain this point, find a
BW, — Segmented_by_Otsu(D pixel in P that has minimum value in its
BW, — Segmented_by_OtsuD ordinate (Y). If there several pixel fulfill
- the condition, find a pixel that has
6. Calculate the total of pixels of BWand minimum value of absis (X).
BW.:
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2. Calculate the angle of each point in the set IF p on the right of line(R R,)
P, except the p0, to point.pThen, the Pop(H)
points are sorted radially counter the ELSE
clockwise (Figure 5). Push(H, P
i+l
‘\ END
END

Po
(Anchor point)

Figure 5. Sort the points radially counter the
clockwise.

3.

8. RETURNH

The expression;mn the right of line(p B,) can be
calculated as follow:

On_the_right_of line(pa, pb, p):
((pb.x - pa.x) * (p.y - pa.y) —
(p.-x - pa.x) *
(pb.y - pa.y)) > 0;

Color Moments: Color moments can be extracted
from R,G and B component on the leaf by using
statistical calculations such meanm),( standard

If there are more than one point that havéeviation ), skewnessf) and kurtosisy) [13].

same angle, delete all those points excepthe 4 features per R, G and B components were
a point that has the longest distance frorealculated using the following formulas:

Po.

points (p) is processed as follow.

Prepare a stack, called H. Poigtgnd the
first point in the result of sorting process is
pushed to the stack. Then, the remaining

(&) If p; build a left turn toward two top

points in the stack H, insert thg to
stack H and process the next point.

(b) Otherwise, pop a point from the stack

H.

below.

Input: P = n pixels

Output: Set of convex hull
GrahamScan(P):

1.
2.

No okw

P, — anchor point

P« Py, P, P Ps,...,P1 where R..P.1 had
been sorted radially.
H « empty stack
Push(H, p0)
Push(H, p1)
WHILEi<n
p, — top of H
R, < top of H

The algorithm of ‘Graham Scan’ is described
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GLCM: Gray level co-occurrence matrix (GLCM)
is usually used to capture texture features inrs¢ve
researches such as in [14] and [15]. GLCM is
computed in grayscale image as below [15]

GLCM(, j) =#{] (x,y),(x+d,y+d) S|
f(xy) =i, f(x+d,y+d) = j}/#S

where:
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e Xx,y=1.2,...,Nare coordinates of the L L )
pixels ,ui'=z i*GLCM(, j)
e i,j=0..L-1 are the gray levels =
» dis the distance between two pixels i LN - .
K=" j*GLCM(, j)

* Sis set of pixel pairs =

* #Sis number of elements in S L
*  GLCM(i,)) is the probability density that Z
the pixel with gray level i and next pixel i=1
with distance is d and the gray level j. L

i=1

I
IS
I
1Y

M-

GLCM, j)(i - 4')?

1

0_i2
]
o’ GLCM(, j)(i - 4')?

M-

=

2

In this research, the distance between two pixels i

was one and the directions were used: 0, 45, @D, an

135 degrees. Therefore, there were 4 GLCMs.  In five previous equations, L is number of
rows/columns in GLCM.

Based on each GLCM, the following features were

computed: angular second moment (ASM)Zernike Moments: Zernike moments are based on

contrast, inverse different moment (IDM), entropyZernike polynomials that are orthogonal to the

and correlation. Then, five features were obtaine@ircle X + y* < 1 [17] (Figure 6). It can be notated

by averaging them. This action was accomplishe@s below:

to obtain rotation independence. So, there were 5

features to capture the texture of the leaf.

j=

V(X y)=U ,(r cos 6,r sinb)

The ASM (or energy) measures textural uniformity =R,(r) exp(jqb)

[16]. It is computed as
] where 7 is the radius of (x,y) to the centroid, is

L ! .
ASM = ZZ(GLCMG ’ J)z) the angle between and axis x, and gr) is the

polynomial defined as

i=1 j=1
: L (p-9)
The contrast determines the coarse texture dR,(r)= > (-1) 14l T4l o°
variance of the grey level. It is computed as s=0 g(p 2q —s)(p 2q -9)!
L L
Contrast= ZZ(I - j)z(GLCMG , j)) In this case, n=0,1,2,....; 0 < |g| < n,4=1, and
i=1 j=1 p-|g| is even.
The IDM measures the local homogeneity pair of r
pixels. It is computed as
. ) Circle:
GLCM(, j
IDM :Zz—( MG 1)) X' +y’<1
=5 1+(-1)
The entropy measures the degree of disorder of
image. It is computed as
L L
Entropy=-Y > GLCM(j, j)xlog(GLCM(, j))
i=1 j=1

The correlation texture measures the linear
dependency of gray levels on those of neighboring Centroid

pixels. It is computed as

Lo L (i SN
Correlation=)"%" U )(GLCW : J?, 1)
= j=1 g 0]

Figure 6. Image in the circle fulfills’x y* < 1.

where Zernike moment order p with g repetition of
continued function f(y, x) is defined as below:

e —
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+1 . Order | Polynomials
Zpa=P = [ f(x V" (x ydy dex’ +y* <1 ’
" 7 R,,(r) =35°-60r° +30r° - 4r

In this case, V* is the complex conjugate,
whereas Yy(y,x) is called as a Zernike basig
function order p with g repetitions. The Zernike
basis function is

R,5(r) =21r" =30r° +10r°
R,s(r)=7r" —6r°
R,,(r)=7r"

Vpa(x, y) =Vpa(p,6) = Rpdp).exp(jqd) |8

where p is zero or positive integer, p-|q| is add
lg] < p. If f(x,y) is an digital image, Zernike ment
can be approximate as [17]

+1 .
Loy = p]_[ Zx:zy fOGY)V pa(XY)

The polynomials that can be used to calculate
Zernike moments from order 2 to 12 are shown |n

Ryo(r) =70r® —140r° +90r *
-20r* +1

R, (r) =56r° =105 °
+60r* -10r°

Ry, (r) =28° -42r° +15r*

Rgs(r) =8r® —7r°

Rag(r) = re

Table 1 [18][19]. 9

Table 1. Zernike polynomials.

Order | Polynomials

2 R,o(r)=2r? -1

R,,(r) =126r° - 280"
+210r° +60r° +5r

R,,(r) =84r° -16&"
+105° - 20r°

Rys(r) =36r° —56r" +21r°

Ry, (r)=9r°-8r’

R,,(r) = r
: _ .9
3 R, (r) = 3rz-2r Roo(r) =T
= y° 10 | Ry(r) =252°-630r° +560°
Rys(r)=r ~ ) :

4 4 2 -210* +30r° +5r
R4,O(r) =6r"—-6r-+1 &O’Z(r) — 210.10 _504,8 +420.6
R4,2(r):4r4_3r2 _1404 +1&2
R,4(r) = r Rio4(r) =129 -252°

+16&° -35r*

5 R, (r) =10r® —12r% +3r
Ry, (r) =5r°—4r?
Rss(r) = re

Ris(r) =450 —72r% + 28°
Rs(r) =10r*° -9or®

Rioio(r) =T v

6 Reo(r) =20r® =30r* +12r> -1
Rs,(r) =15r° - 20r* +6r?
Rs,(r)=6r°-5r*

Res(r) = re
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Order Polynomials Binary Scale Translation
Image Normalization Normalization
11 R (r) =462 -1260° +1260’
~560r° +1051° - 6r _ _
Zernike Moment .| Normalized
Rm(r) =330 1 —840’9 + 757 ! Calculation "| Zernike Moment
-280r° +35r°
Ry.s(r) =165 1 _360° Figure 7. Zernike moment computations.
+252 " —56r°
Rl],? (r) =55 1 _90r® +36r" Scale normalization is done by using the

following equation [21]
Rllg (r)= 11t -10r°

R1]_11(r):r11 X':X i’ y':y i’
R \ My, | Moo

Rio(r) =924 %% -2772%° +3150°°

_ 6 4 _ 2
16801'2 +420r 10 42 +]é where i is a scale factof} is a predetermined
Ry, (r) =7927° -2310" + 2520 V My

-126Q° -504r* +70r* value @ = 20000) and @ is spatial moment order
le (r) =495 12 _130q 10 (0,0) that represents the area of a leaf.

Translation normalization is done by shifting the

8 6 4
+1260 " -504r" +70r centroid of the leaf to the center of the image. In

Rizs (1) = 2201 - 495" this case, x and y are computed by using
+360r° -84r° m., m.
Rlzs(r)=66r12 -110%° + 458 X :E,XC :E
0 0
R,(r) =12r*? -11r*°
) In the above equation, {¥) is the centroid, fg is
R12,12(r) =r* spatial moment order (1,0) andgmis spatial

moment order (0,1). Then, the new x and y can be
calculated as

Based on Mukundan et al. [20], Zernike N M
moments have the following advantages: X'= Xe ——, y'= Yo ——

) . i ) 2 2
* rotation invariance: the magnitudes of ) ) ) )
Zernike moments are invariant to rotation; Where M is the height of the image and N is the

_ width of the image.
* robustness: they are robust to noise and

minor variations in shape; Normalized Zernike moments are calculated by
using
e expressiveness: since the basis s
orthogonal, they have  minimum _ £pq
information redundancy. qu ‘E-
0

However, Zernike moments depend on scalin% _ ) o
and translation. So, in order to handle thosé-2Distance Measurein Identification System

problems, a procedure as shown in Figure 7 should cg|r (content-based image retrieyalis a

be applied [17]. system that can give a set of pictures based on a
criterion. The mechanism of retrieving images can
be based on query with a keyword, query by a
sketch, query by example (QBE) and browsing by a
category. In QBE, user can give an image, for
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example a leaf, anda the system tries to retrilve a
images that have similarity with the query.

Similarity measurement between image of the
qguery and the images in the database is done by
measuring distance between feature vectors that
represents two images. The distance measures that
can be used are City block, Euclidean, Canberra,
Bray-Curtis, x2 statistics, Kullback Liebler
divergence and Jensen Shannon divergence
[17][22]. However, generally, City blockand
Euclidean distances are commonly used because of
its effectiveness and efficiency [17]. City block Summation
distance is defined as Units

dQR)=3[Q -R].
Euclidean distance is defines as Q Q Output
N Units

dQR=>(Q -RY I

In both distance measures, JR) is distance
between features in the query Q and features in the Figure 8. Architecture of PNN.
reference R. Meanwhile, N is number of features.

Input Units

PatternUnits

3. PROPOSED SYSTEMS
2.3 Probabilistic Neural Network
Probabilistic Neural Network is a well-known let-heb];'rsf( s()j/_sttem was u;edl_g d'St%r.'Cte measture
neural network that consists of 4 units: 1) inpu{ Ity block distance or tuclidean dis ance) to
etermine the similarity index of the leaf of query

units, 2) pattern units, 3) summation units and ;
»2) P ' 3) f_?o every leaf in the database. The smallest rank

output units [23]. The architecture is shown i dicated th t simil H i th
Figure 8. Input units receive value of features angaicate € most simrar one. However, in the

then distribute them to every unit in the patterr?Xperiment’ five plants with the sr_nallest rankse/yer.
units. The pattern units form a dot product of théekaCtGd as outputs. The mechanism to do the job is

input vector X with a weight vector W (W is shown in Figure 9.

generated by training data). So, the output of the As shown in Figure 9, the leaf of the query is
unit i is Z where 2= X . W.. However, before preprocessed and eventually the part of the leaf ca
sending the result to unit in the Summation urits, be separated from its background. After that,
nonlinear operation on;4s done. The operation is similarity computations (using City block or
exp[(Z-1)/6]. In this case,0 is the smoothing Euclidean distance) between the leaf of the query
factor. In this researchy = 0.1. The summation and leaves in the database are accomplished. Based
units sum the input from the pattern units. Thae, t on the similarity indices produced from previous
output units produce binary outputs that corresporatocess, five different plants are obtained.

1o a class of the decision. In order to measure the system accuracy, the

classes of the five plants are compared to thesclas
of query’s leaf. Therefore, top 1, top 3 and top 5
can be calculated. In this case, the accuracyef th
system was calculated by using

n
accuracy=—
nt
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where nis the relevant number of images andsn
the total number of query. Leaf of Query
Leaf of Query
\
Preprocessing
\2
Preprocessing \l/
Feature <>
Extraction
\l/ Database
Feature A4
i PNN
Extraction Database
\2
S. .I . \/
imilarity
: Resul
Computations esult
A4 Figure 10. System using PNN.
Select
< 4. EXPERIMENTAL RESULTS
5 Plants
To test the both systems, two datasets were used.
v First dataset was Foliage, that contains 60 kirfds o

leaves with various colors and shapes. Second
Result dataset was Flavia, that contains 32 kinds of Isave
with green color.

4.1 Testing using Dataset Foliage

Figure 9. System by using similarity The first system that used similarity
computations. computations was tested by involving 95 leaves per

The second system used PNN. The block diagraiant as references and 20 leaves per plant as
of the system is shown in Figure 10. Same as thesting data that came from dataset Foliage (that
previous system, firstly, the leaf of the query ar&an be download at
preprocessed to obtain the part of the leaf and thé nd. akakom ac. i d/ fol i age/). The system

the features are extracted. Then, the features a@s tested by using City block distance and
processed by PNN to classify the leaf. Euclidean distance separately. The results are

shown in Table 2.
In the second system, the accuracy was also )
calculated by using Based on Table 2, optimum accuracy 93.33% by

using City block distance was reached when

n Zernike moments order 2 until order 7 were used.
accuracy:n— Using Euclidean distance, the optimum accuracy
t was reached when Zernike moments order 2 until

where Ris the relevant number of images apdsn °rder 12 were applied.
the total number of query.
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Table 2. Accuracy of the system using distance
measures and dataset Foliage.

Table 4. Accuracy of the system using distance

measures and dataset Flavia.

Order of Accuracy Order of Accuracy
Zernike City Block Euclidean Zernike City Block Euclidean
Moments Distance Distance Moments Distance Distance
2 90.25% 89.08% 2 87.19% 90.31%
2-3 90.08% 89.00% 2-3 91.88% 92.50%
2-4 90.67% 88.92% 2-4 93.75% 94.06%
2-5 91.75% 90.08% 2-5 93.75% 93.44%
2-6 92.83% 90.33% 2-6 93.44% 93.75%
2-7 93.33% 90.58% 2-7 92.81% 94.06%
2-8 93.08% 90.91% 2-8 92.50% 94.69%
2-9 92.25% 91.42% 2-9 93.75% 93.44%
2-10 91.50% 91.58% 2-10 92.81% 94.37%
2-11 91.25% 91.67% 2-11 93.44% 94.37%
2-12 90.58% 91.75% 2-12 92.81% 94.69%

The PNN based system has been tested byBased on Table 4, optimum accuracy 93.75% by
involving 95 leaves per plant as references and 2&ing City block distance was reached when
leaves per plant as testing data that came froEernike moments order 2 until order 4 were used.
dataset Foliage. The results are shown in Table Bsing Euclidean distance, the optimum accuracy
The optimum accuracy was reached when Zernik&4.69 was reached when Zernike moments order 2
moments order 2 until order 12 were applied.

Table 3. Accuracy in PNN based system using
dataset Foliage.

until order 8 were applied.

The PNN based system has been tested by
involving 40 leaves per plant as references and 10

- leaves per plant as testing data that came from
Order of Zernike Accuracy dataset pFoliz!?ge. The resultg are shown in Table 5.
Moments The optimum accuracy was reached when Zernike
2 90.42% moments order 2 until order 10 were applied.
2-3 91.42% Table 5. Accuracy in PNN based system using
2-4 91.50% dataset Flavia.
2-5 91.92% Order of Zernike Accuracy
2-6 91.50% Moments
2-7 92.00% > 89.69%
28 91.92% 23 92.50%
29 91.83% 2-4 92.19%
2-10 91.50% 55 9250%
2-11 91.33% 56 9156%
2-12 92.92%
2-7 90.93%
2-8 92.19%
4.2 Testing using Dataset Flavia 2-9 92.50%
The system that used similarity computations 2-10 93.44%
was also tested by using dataset Flavia, by 2-11 92.50%
involving 40 leaves per plant as references and 10 212 93.13%

leaves per plant as testing data. The system was
tested by using City block distance and Euclidean
distance separately. The results are shown in Table
4,

91




Journal of Theoretical and Applied Information Technology
15 July 2012. Vol. 41 No.1 B

© 2005 - 2012 JATIT & LLS. All rights reserved-

SATIT

ISSN: 1992-8645 www.jatit.org E-ISSN17-3195

4.3 Comparison with Other Systems [4] J. Chaki, and R. Parekh, “Designing an
To compare to other systems, several researches Automated System for Plant Leaf Recognition”,
that used Flavia and their results are listed ibl@a International Journal of Advances in
6. Based on the table, the proposed systems that Engineering & TechnologyVol. 2, Issue 1,
used Zernike moments gave promising results for Januari 2012, pp. 149-158.

plant identification. . [5] Q. Wu, C. Zhou, and C. Wang, “Feature
Table 2. Accuracy comparison. Extraction and Automatic Recognition of Plant
Methods Accuracy Note Leaf using Artificial Neural Network” Avances
PNN in [1] 90.31% 32 classes en Ciencias de la Computacioop. 5-12.
PNN-PCNN in [8] 91.25% 32 classes [6] A. Ehsanirad, and Sharath Kumar, “Leaf
Fourier Moment in 46.30% 32 classed recognition for Plant Classification Using
(8] GLCM and PCA Methods”, Oriental Journal of
_ Computer & Science & Technology, Vol. 3, No.
LDA in [24] 94.30% 20 classes 1, 2010, pp. 31-36.
Proposeq systems: 0 32 classes [7]1 L. Jiming, "A New Plant Leaf Classification
*  Euclidean 94.69% Method based on Neighborhood Rough Set",
distance Advances in information Sciences and Service
+  City block 93.75% Sciences(AISS), Vol. 4, No. 1, January 2012,
distance pp. 116-123.
« PNN 93.44% [8] K. Singh, I. Gupta, and S. Gupta, “SVM-BDT
PNN and Fourier Moment Technique for
5. CONCLUSIONS Classification of Leaf Shape”lnternational

Journal of Signal Processing, Image Processing
Based on the experiments, Zernike moment have and Pattern Recognitionvol. 3, No. 4, 2010,
a prospect to be included in the leaf identificatio pp. 67-78.
The important thing should be considered is ho
many moments should be included in the system\;ig] CL. Lee, and S.. Che.n'. . 18 IPPR
Conference on Computer Vision, Graphics and

order to achieve the highest performance. mage Processing (CVGIP), 2003, pp. 355-362
The experiments also show that neither Cit)flO]MS Nixon and AS. Aguado, “Feature

block nor Euclidean distance is superior to thenth E)%tréction and Imagé .Processiné” Newnes

when system used a distance measure to decide 2002 ' '

decision in identifying leaf. Therefore, testingeth '

system by using each distance measure can help[#1]J.C. Russ, “The Image Processing Handbook”.

finding the optimum accuracy of the leaf  CRC Press, Boca Raton, 2011.

identification system. [12] M.T. Goodrich and R. Tammasia, “Algorithm

Design”, John Wiley & Sons, 2002.
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