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ABSTRACT

In this paper, we propose a recognition techniquén&dndwritten Indian numbers. Due to the variaion
shapes and sizes of handwritten Indian numbersgéantapresentation, smoothing, skeletonization and
localization processes are applied to further impreéhe classification performance. We employ five
efficient classifiers RNN, DROP 1, DROP 2, DROP 1851a@DROP 4 in our technique. New feature
extraction method that divides the image of thedmaiiten Indian number into 16 sub blocks and 24
partition lines is proposed. For this feature ecttoa, a vector set is built with 41 attributepnesenting

16 sub blocks, 24 partition lines and one for thesibility of getting closed loop. Simulation ressushow
that the above classifiers with the new proposedufe extraction improve the recognition accurad w
acceptable subset size. It is noted that DROP Biadehas the highest classification accuracy witbdgo
reduced memory size compared to other methods.
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1. INTRODUCTION order to remove the redundant information and to
increase the probability to select the desired
Recently, number recognition has attracted greattributes. The pre-processing stage includes the
deal of interest to reduce the processing time wittepresentation, smoothing, skeletonization, and
high accuracy. This can be done by using computécalization of the binary image of the handwritten
software [1][2]. In many applications such as pbstdndian numbers.
codes, banking checks, cars plates, and passport ID . .
s ...~ Feature extraction plays very important role to
number recognition is needed. Several recognition ) . . ;
. %ecrease the dimensionality of the handwritten
approaches have been proposed for prlnteI : ) : )
ndian number image and provides high
numbers[ 3]-[5]. e .
classification accuracy. It reduces the size of
In some applications, handwritten numbers areesources required to describe a large set of data
used. The variations in shapes and sizes afccurately [12].
handwritten numbers makes the recognition
difficult task. Therefore, a number of recognition
approaches were presented for handwritte
numbers. Unfortunately, most of these approach
focus on Arabic and Greek numbers [6]-[9]
whereas the others deal with Indian numbers usiq
the neural networks technique [10][11].

In this paper, new feature extraction method is
roposed. In this method, the image of hand written
gdian number is divided into 16 sub blocks
including 24 lines where the vector set of attrdsut
re established. One of these attributes is used to
st the possibility of getting a closed loop. e t
stage of the handwritten number recognition, the

In this article, we propose a recognition approactecision-making operation classifies the input
for handwritten Indian numbers using RNN, Dropl)jndian number by comparing its vector set
Drop2, Drop3 and Drop4 techniques. attributes with the attributes of already known

Our approach consists of three stages: the prgymbers in the same Clg4S].

processing, feature extraction and number Simulation results are demonstrated to show that
recognition. The pre-processing operation leads the RNN, DROP 1, DROP 2 ,DROP 3 and DROP 4
improve the image of Indian number reliability in
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methods have much reduced stored instances willecreased compared to the traditional KNN. A
acceptable accuracy. prominent drawback of this approach is that it
removes large number of instances [17].
2. CLASSIFIERSDESCRIPTION
25 Drop4
In this section, we present a brief description of
classification methods used in our approach for DROP 4 is an extension of the DROP3 method

handwritten Indian numbers. that removes an instance only if it is misclasdifie
by its k nearest neighbours and the removal &f thi
2.1 Reduced Nearest Neighbor (RNN) instance can’'t make any changes on classification

of other instances. [17].
This algorithm is an extension of the condensed
nearest neighbor (CNN) method [14][15] that3. PROPOSED RECOGNITION SCHEME
reduces the training set.
In this section, we propose a recognition scheme

RNN algorithm starts at T = S where T and S A'fr handwritten Indian numbers as shown in figure

the training set and subset, respectively. In thi
algorithm, each instance that does not cause “a
wrong classification of another instance in th

training set is removed from the resulting set [16] 31 Pre-processng of Handwritten  Indian

Numbers
2.2 Dropl In this step, the image of handwritten Indian
. . : number is converted into two-dimensional binary
This algorithm represents an improvement of the . . ' . . :
. o matrix. Then, filteration and smoothing are applied

RNN method which verifies the accuracy of the sett : .
o remove the effect of noise to avoid the

S instead of the training set T. In this method, tigerformance degradation. After this, we apply the

::SS stggi(;ez gr?eze?bocglrzdfrgmysgn?; I;Zi;)s?nmse é);n't keletonization process to achieve very thin lining
9 f the number [18]. Finally, localization of the

classified correctly without P. Compared to RN . .
method, this method reduces the size of the trgininreSUItant image is used.
set with little degradation in the accuracy [17]. 311 Indian numbersrepresentation
2.3 Drop2 The image representation of the handwritten
Indian numbers is shown in figure 2 as two
dimensional binary signal. Sampling and
ﬁuantization are applied to the image signal. The
duantized signal is converted into two dimensional
binary sequence (binary image).

This algorithm tries to solve the problem of
accuracy degradation in the DROP1 algorithm b
considering the effect of removing an instance o
all instances of the initial training T rather th&n
[17]. Thus, DROP1 method was modified to
eliminate P if at least an acceptable number of its An advantage of binary image compared to the
associates in T can be classified correctly withoutrdinary image is that the execution time of the
P. Highly storage reduction and more accuracy at@nary image is shorter than that of the ordinary
achieved by this algorithm compared to K-Nearegtne. In figure 2, the bit of “1" represents the
Neighbors (KNN) and DROP 1. handwritten Indian number.

24 Drop3 3.1.2 Indian numbers smoothing

This algorithm represents an improvement of the This process is used to cancel the effect of the
DROP 2 method. In this method, a noise filteringqioise caused by the discretization and quantization
before sorting the instances of S is applied. Thisf the Indian number image [19], [20]. This process
can be obtain by using dropping any instances represented as a filteration of the two
misclassified by its k nearest neighbors [17]. dimensional image matrix. This image are tested

This method depends on the classification of th{%}sr'ggg?] ggnmv%ertrir? ; :ﬁfiizoo? Ouri(.?%tgﬁ (r;fo %y gnxels

Instance to remove it. In case Of. noisy instanties, . vice versa. The pixel is considered noisy pixel if
size of training data with higher accuracy is
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. a tested bit of 1 occurs along a straight line
segment of O's or vice versa.
. a bit is isolated.
Handwritten Indian Number
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Figure 2: Representation of Indian Numbé4" .

3.1.3 Indian numbers skeletonization

Handwritten Indian Number Alignment

The skeltonization process is used to delete the
pixels along the edge of the two dimensional image
signal to yield a single line representation of the
. number. Due to the variations in shapes and sizes o
handwritten Indian numbers, the conventional

S —
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'~

rtls

| Features'Ewaction ‘ _skeltonization approac_hes suffer from loss of some
- important data. In this paper, we use modified
Features|vector set skeltonization method presented in [20]. The main
00111001 1}001100111 advantage of this method is that it makes the
! number ‘0" be represented as a single pixel. To
‘ Handwritten Indian Number Recognition | improve the skeletonization process, it can be
l repeated several times until single line of the
number is achieved.
f 3.1.4 Indian numberslocalization

In this process, the unused pixels in the two
dimensional image are eliminated. As a result, the
Figure 1: Recognition Scheme for Handwritten handwritten Indian number can be shown at the top
Indian Numbers. left corner of the image. This can be verified when
the bit of “1” occurred in the first row and first
column.
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3.2 Handwritten Indian Numbers Feature ! '-l | L
Extraction L [

Sub #ub : :%ub : Sub
High storage memory and execution time are La_f—z::_nroa-;mw-b* Bl¢ck i Sock 3411
prominent problems in the field of number L4z 5 4 > AR
recognition. To solve these problems, one way " Sub | gu u u L7
would be the using of feature extraction method. —L10_ == JBiocks/Bréck-7Black 6 Wack 51— o

This method is required to reduce the number of m/' A

attributes of the instance. This leads to highly Sub | Sub Sub | Sub | L14
reduction in the memory storage related to the LllLEE;:‘:BIDUz:;-BTUtk-’ Block |Mhock—97—119
handwritten Indian number matrix [12 ]. e~ ¥ [ ¥

Although, the feat traction reduces th pa_| 20| Y8 T“b e
ough, the feature extraction reduces the |5, L28-1-r——o a5 Block |eiok4-L22
number of attributes of the instance, it improvess t €p - loc
classification quality. This can be reached by ' !

. . . | |
selecting the proper attributes set for the inganc IL19 IL20

In our approach, we use new feature extraction
method. The vector set of our approach consists of
41 attributes. 16 of them represent the sub blocks
24 attributes represent the partition lines and the

last one represents if the Indian number has cIosedThe. ps_eud_o code of our proposed feature
loop or not., éxtraction is given as

Figure 3: Sub blocks and patrtition lines of the
handwritten Indian number.

The steps of our approach are explained as 0;
following: For each SB in (HIN_Binary)

«  Divide the Indian number image into 16 sub- Foreachbin (SB)
blocks including 24 lines as shown in figure 3. If b==1 then

e If the end point of the Indian number or any V=L

part of it passes any sub block, the Else_
corresponding attribute is assigned as a bit of V['_]ZO?
“1”, otherwise, it is assigned as a bit of zero. End if

+ If the handwritten Indian number intersects the IN_Ieﬁ

partition line, the corresponding attribute is
assigned as a bit of “1”, otherwise, it isNext

assigned as a bit of zero. For each PL in (HIN_Binary)
. If the bits of “1” forms closed loop, then, the Fofr E?Sh bhm (PL)
corresponding attribute, the last attribute in the l '_'1 then
vector set, is assigned as a bit of one, V[i]=1;
otherwise, it is assigned as a bit of zero. Else
Note that the Indian numbers™and “9 “ are V['_]ZO;
the only numbers which have a closed loop. End if
Next
Using the proposed approach, the vectolset =i+
can be represented as : Next '

V = [subl , sub2 , sub3 , sub4 , sub5 , sub6 , subff bits of “1”in HIN_Binary have CL then
sub8 , sub9 , sub10, sub11l, sub12, sub13, sub14 V[i]=1;
sub15,sub16,L1,L2,L3,L4,L5,L6,LE8 Else
,L9,L110,L11,L12,L13,L14,L15,L16,1 VI[i]=0;

,L18 , 119, L.20, L21, 122,123, L24, CIosedEnd if

Loop]. where HIN_Binary is the handwritten Indian

number binary matrix, CL is a closed loop, V is the
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attribute vector set, SB is the sub block, PL s thincluding 24 partition lines to establish the

partition line and b is the bit (0 or 1). attributes vector set related to the number. This w
As an example, let us take the handwritten done. based on our proposed feature extraction

' algorithm. The RNN, DROP 1, DROP 2, DROP 3

ll‘gglirr]enyergtboerrsget%sf f&gﬁzx]}b&%ﬁe i/’e-l;]hgs_ and DROP 4 classifiers were applied to recognize
9 ' the handwritten Indian number.

v=o0,1,1,0,0,1,1,0,0,1,0,0,0,1,0, The percentage classification performance and
0,0,1,0,0,1,1,0,0,12,12,0,1,1,0,0,0 the subset size of our proposed approach with
,0,0,0,1,0,0,0,0,1]. different classifiers are presented in table lislt

shown that all methods have acceptable

classification performance and the DROP 3 method
is the best and DROP 1 is the worst. In terms of

subset size, the DROP 1 is the best whereas the
RNN method is the worst. It can be noted that our

approach with DROP 3 method has very good

classification performance with acceptable subset
size. So, we recommend it as an effective classifie

for our approach.

Table 1: Classification Performance and Subset Size of
the Proposed Approach with RNN, Drop 1, Drop 2,[Dro
3 and Drop 4 Methods.

Classifiers Classification Sub Set
Figure 4: Sub blocks and partition lines of the performance (%)| Size (%)
handwritten Indian number9". RNN 91.71% 85.08%
3.3 Classification of Handwritten Indian DROP 1 86.14% 25.9%
Numbers
DROP 2 92.05% 37.42%
In our approach, the classification methods prop 3 92 1% 40.18%
RNN, DROP 1, DROP 2, DROP 3 and DROP 4 are
used for handwritten Indian numbers. They provide DROP 4 91.33% 44.06%
high classification performance with much reducec

memory size of the image matrix. In this sections;, cONCLUSIONS
we examine the ability of these methods to classify

effects of these methods on the memory size angchnique including new feature extraction for
the performance. handwritten Indian numbers. In this technique,

Data set containing large number of handwritte/N@g€ representation, smoothing, skeletonization
Indian number images of size 20 X 20 werédnd localization processes were applied. Five

established. In this data set, 1000 instances 8fficient classifiers RNN, DROP 1, DROP 2,
Indian numbers are used in our approach. DROP i and DROP 4 were employed in our
approach.

4. SIMULATIONRESULTS New feature extraction method that divides the
. ) ) image of the handwritten Indian number into 16 sub

1000 images of handwritten Indian numbergocks and 24 partition lines was presented. Fisr th
were gathered as a data set. Each number fisature extraction, a vector set was built with 41
represented by 100 images. For all classifiers, 7Q@triputes representing 16 sub blocks, 24 partition

instances were used as training set and 3Gfes and one for the possibility of getting closed
instances for classification. loop.

Our simulation begins with the pre-processing simulation results demonstrated that the RNN,
stages: handwritten Indian numbers representatiopRoOpP 1, DROP 2 ,DROP 3 and DROP 4 methods
smoothing, skeletonization and localization. Themaye much reduced stored instances with acceptable
the simulation divides the image into 16 sub blockg§ccuracy. It was noted that DROP3 method has the
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