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ABSTRACT 
 

In this paper, we propose a recognition technique for handwritten Indian numbers. Due to the variations in 
shapes and sizes of handwritten Indian numbers, image representation, smoothing, skeletonization and 
localization processes are applied to further improve the classification performance. We employ five 
efficient classifiers RNN, DROP 1, DROP 2, DROP 3 and DROP 4 in our technique. New feature 
extraction method that divides the image of the handwritten Indian number into 16 sub blocks and 24 
partition lines is proposed. For this feature extraction, a  vector set is built with 41 attributes representing 
16 sub blocks, 24 partition lines and one for the possibility of getting closed loop. Simulation results show 
that the above classifiers with the new proposed feature extraction improve the recognition accuracy with 
acceptable subset size. It is noted that DROP 3 method has the highest classification accuracy with good 
reduced memory size compared to other methods.   
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1. INTRODUCTION  
 

Recently, number recognition has attracted great 
deal of interest to reduce the processing time with 
high accuracy. This can be done by using computer 
software [1][2]. In many applications such as postal 
codes, banking checks, cars plates, and passport ID, 
number recognition is needed. Several recognition 
approaches have been proposed for printed 
numbers[ 3]-[5]. 

In some applications, handwritten numbers are 
used. The variations in shapes and sizes of 
handwritten numbers makes the recognition 
difficult task. Therefore, a number of recognition 
approaches were presented for handwritten 
numbers. Unfortunately, most of these approaches 
focus on Arabic and Greek numbers [6]-[9] 
whereas the others deal with Indian numbers using 
the neural networks technique [10][11].  

In this article, we propose a recognition approach 
for handwritten Indian numbers using RNN, Drop1, 
Drop2, Drop3 and Drop4 techniques. 

 Our approach consists of three stages: the pre-
processing, feature extraction and number 
recognition. The pre-processing operation leads to 
improve the image of Indian number  reliability in 

order to remove the redundant information and to 
increase the probability to select the desired 
attributes. The pre-processing stage includes the 
representation, smoothing, skeletonization,  and 
localization of the binary image of the handwritten 
Indian numbers. 

 Feature extraction plays very important role to 
decrease the dimensionality of the handwritten 
Indian number image and provides high 
classification accuracy. It reduces the size of 
resources required to describe a large set of data 
accurately [12].  

In this paper, new feature extraction method is 
proposed. In this method, the image of hand written 
Indian number is divided into 16 sub blocks 
including 24 lines where the vector set of attributes 
are established. One of these attributes is used to 
test the possibility of getting a closed loop. In the 
stage of the handwritten number recognition, the 
decision-making operation classifies the input 
Indian number by comparing its vector set 
attributes with the attributes of already known 
numbers in the same class [13]. 

Simulation results are demonstrated to show that 
the RNN, DROP 1, DROP 2 ,DROP 3 and DROP 4 
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methods have much reduced stored instances with 
acceptable accuracy. 

  
2. CLASSIFIERS DESCRIPTION 
 

In this section, we present a brief description of 
classification methods used in our approach for 
handwritten Indian numbers. 

 
2.1 Reduced Nearest Neighbor  (RNN)   
 

This algorithm is an extension of the condensed 
nearest neighbor (CNN) method [14][15] that 
reduces the training set. 

 RNN algorithm starts at T = S where T and S are 
the training set and subset, respectively. In this 
algorithm, each instance that does not cause a 
wrong classification of another instance in the 
training set is removed from the resulting set [16]. 

 
2.2 Drop 1    

 
This algorithm represents an improvement of the 

RNN method which verifies the accuracy of the set 
S instead of the training set T. In this method, the 
instance P is removed only if at least some of its 
associates (neighbors from same class) in S can be 
classified correctly without P. Compared to RNN 
method, this method reduces the size of the training 
set with little degradation in the accuracy [17]. 

 
2.3 Drop 2    

 
This algorithm tries to solve the problem of 

accuracy degradation in the DROP1 algorithm by 
considering the effect of removing an instance on 
all instances of the initial training T rather than S 
[17]. Thus, DROP1 method was modified to 
eliminate P if at least an acceptable number of its 
associates in T can be classified correctly without 
P. Highly storage reduction and more accuracy are 
achieved by this algorithm compared to K-Nearest 
Neighbors (KNN) and DROP 1. 

 
2.4 Drop 3    

 
This algorithm represents an improvement of the 

DROP 2 method.  In this method, a noise filtering 
before sorting the instances of S is applied. This 
can be obtain by using dropping any instance 
misclassified by its k nearest neighbors [17]. 

This method  depends on the classification of the 
instance to remove it. In case of noisy instances, the 
size of training data with higher accuracy is 

decreased compared to the traditional KNN. A 
prominent drawback of this approach is that it 
removes large number of instances [17]. 

 
2.5 Drop 4 

 
DROP 4 is an extension of the DROP3 method 

that removes an instance only if it is misclassified 
by its k nearest neighbours and  the removal of this 
instance can’t make any changes on classification 
of other instances. [17].  

 
3. PROPOSED RECOGNITION SCHEME 
 

In this section, we propose a recognition scheme 
for handwritten Indian numbers as shown in figure 
1. 

 
3.1 Pre-processing of Handwritten Indian 

Numbers 
 

In this step, the image of handwritten Indian 
number is converted into two-dimensional binary 
matrix. Then, filteration and smoothing are applied 
to remove the effect of noise to avoid the 
performance degradation. After this, we apply the 
skeletonization process to achieve very thin lining 
of the number [18]. Finally, localization of the 
resultant image is used. 

 
3.1.1  Indian numbers representation 

 
The image representation of the handwritten 

Indian numbers is shown in figure 2 as two 
dimensional binary signal. Sampling and 
quantization are applied to the image signal. The 
quantized signal is converted into two dimensional 
binary sequence (binary image).  

An advantage of binary image compared to the 
ordinary image is that the execution time of the 
binary image is shorter than that of the ordinary 
one. In figure 2, the bit of “1” represents the 
handwritten Indian number. 

  
3.1.2 Indian numbers smoothing 

 
This process is used to cancel the effect of the 

noise caused by the discretization and quantization 
of the Indian number image [19], [20]. This process 
is represented as a filteration of the two 
dimensional image matrix. This image are tested 
using a number of rules to correct the noisy pixels 
through converting the bit of  “1” to bit of “0” and 
vice versa. The pixel is considered noisy pixel if  
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• a tested bit of 1 occurs along a straight line 
segment of 0's or vice versa. 

• a bit is isolated. 

 

 
 

Figure 1: Recognition Scheme for Handwritten 
 Indian Numbers. 

 
 

 

 
 

 
Figure 2: Representation of Indian Number   "4" . 

 
3.1.3 Indian numbers skeletonization 

 
The skeltonization process is used to delete the 

pixels along the edge of the two dimensional image 
signal to yield a single line representation of the 
number. Due to the variations in shapes and sizes of 
handwritten Indian numbers, the conventional 
skeltonization approaches suffer from loss of some 
important data. In this paper, we use modified 
skeltonization method presented in [20]. The main  
advantage of this method is that it makes the 
number “0” be represented as a single pixel. To 
improve the skeletonization process, it can be 
repeated several times until single line of the 
number is achieved.  

 
3.1.4 Indian numbers localization 

 
In this process, the unused pixels in the two 

dimensional image are eliminated. As a result, the 
handwritten Indian number can be shown at the top 
left corner of the image. This can be verified when 
the bit of “1” occurred in the first row and first 
column. 
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3.2  Handwritten Indian Numbers Feature 

Extraction 
 
High storage memory and execution time are 

prominent problems in the field of number 
recognition. To solve these problems, one way 
would be the using of feature extraction method. 
This method is required to reduce the number of 
attributes of the instance. This leads to highly 
reduction in the memory storage related to the 
handwritten Indian number matrix [12 ]. 

Although, the feature extraction reduces the 
number of attributes of the instance, it improves the 
classification quality. This can be reached by 
selecting the proper attributes set for the instance. 

In our approach, we use new feature extraction 
method. The vector set of our approach consists of 
41 attributes. 16 of them represent the  sub blocks, 
24 attributes represent the partition lines and the 
last one represents if the Indian number has closed 
loop or not. 

 The steps of our approach are explained as 
following: 

• Divide the Indian number image into 16 sub-
blocks including 24 lines as shown in figure 3. 

• If the end point of the Indian number or any 
part of it passes any sub block, the 
corresponding attribute is assigned as a bit of 
“1”, otherwise, it is assigned as a bit of zero. 

• If the handwritten Indian number intersects the 
partition line, the corresponding attribute is 
assigned as a bit of “1”, otherwise, it is 
assigned as a bit of zero. 

• If the bits of “1” forms closed loop, then, the 
corresponding attribute, the last attribute in the 
vector set, is assigned as a bit of one, 
otherwise, it is assigned as a bit of zero.   

Note that the Indian numbers “5” and “9 “ are 
the only numbers which have a closed loop.  

Using the proposed approach, the vector set V 
can be represented as : 

 
V = [sub1 , sub2 , sub3 , sub4 , sub5 , sub6 , sub7 , 
sub8 , sub9 , sub10 , sub11 , sub12 , sub13 , sub14 , 
sub15 , sub16 , L1 , L2 , L3 , L4 , L5 , L6 , L7 , L8 
, L9 , L10 , L11 , L12 , L13 , L14 , L15 , L16 , L17 
, L18 , L19 , L20 , L21 , L22 , L23 , L24 , Closed 
Loop]. 

 

 
 

Figure 3: Sub blocks and partition lines of the 
handwritten Indian number. 

 
The pseudo code of our proposed feature 

extraction is given as 
 

i = 0; 
For each SB  in (HIN_Binary) 
     For each b in (SB) 

If  b==1 then 
V[i]=1; 

Else 
V[i]=0; 

End if 
Next 
i=i+1; 

Next 
For each PL  in (HIN_Binary) 
     For each b in (PL) 

If  b==1 then 
V[i]=1; 

Else 
V[i]=0; 

End if 
Next 
i=i+1; 

Next 
If  bits of “1” in HIN_Binary have  CL then 

V[i]=1; 
Else 

V[i]=0; 
End if 
where HIN_Binary is the handwritten Indian 
number binary matrix, CL is a closed loop, V is the 
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attribute vector set, SB is the sub block, PL is the 
partition line and b is the bit (0 or 1). 

As an example, let us take the handwritten 
Indian number “9”  as shown in figure 4. The 
feature vector set of this number is given as: 

  
V =[ 0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , 
0 , 0 , 1 , 0 , 0 , 1 , 1 , 0 , 0 , 1 , 1 , 0 , 1 , 1 , 0 , 0 , 0 
, 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 1]. 
 
 

 
Figure 4: Sub blocks and partition lines of the 

handwritten Indian number “9”.  
 

3.3 Classification of Handwritten Indian 
Numbers 

 
In our approach,  the classification methods 

RNN, DROP 1, DROP 2, DROP 3 and DROP 4 are 
used for handwritten Indian numbers. They provide 
high classification performance with much reduced 
memory size of the image matrix. In this section, 
we examine the ability of these methods to classify 
the handwritten Indian numbers. Also, we study the 
effects of these methods on the memory  size and 
the performance. 

Data set containing large number of handwritten 
Indian number images of size 20 X 20 were 
established. In this data set, 1000 instances of 
Indian numbers are used in our approach. 

 
4. SIMULATION RESULTS 
 

1000 images of handwritten Indian numbers 
were gathered as a data set. Each number is 
represented by 100 images. For all classifiers, 700 
instances were used as training set and 300 
instances for classification. 

Our simulation begins with the pre-processing 
stages: handwritten Indian numbers representation, 
smoothing, skeletonization and localization. Then, 
the simulation divides the image into 16 sub blocks 

including 24 partition lines to establish the 
attributes vector set related to the number. This was 
done based on our proposed feature extraction 
algorithm. The RNN, DROP 1, DROP 2, DROP 3 
and DROP 4 classifiers were applied to recognize 
the handwritten Indian number. 

The percentage classification performance and 
the subset size of our proposed approach with 
different classifiers are presented in table 1. It is 
shown that all methods have acceptable 
classification performance and the DROP 3 method 
is the best and DROP 1 is the worst. In terms of 
subset size, the DROP 1 is the best whereas the 
RNN method is the worst. It can be noted that our 
approach with DROP 3 method has very good 
classification performance with acceptable subset 
size. So, we recommend it as an effective classifier 
for our approach.  

Table 1: Classification Performance and Subset Size of 
the Proposed Approach with RNN, Drop 1, Drop 2, Drop 

3 and Drop 4 Methods. 
 

Classifiers 
Classification 

performance (%) 
Sub Set 
Size (%) 

RNN 91.71% 85.08% 

DROP 1 86.14% 25.9% 

DROP 2 92.05% 37.42% 

DROP 3 92.1% 40.18% 

DROP 4 91.33% 44.06% 

 
5. CONCLUSIONS 
 

In this paper, we proposed a recognition 
technique including new feature extraction for 
handwritten Indian numbers. In this technique, 
image representation, smoothing, skeletonization 
and localization processes were applied. Five 
efficient classifiers RNN, DROP 1, DROP 2, 
DROP 3 and DROP 4 were employed in our 
approach. 

New feature extraction method that divides the 
image of the handwritten Indian number into 16 sub 
blocks and 24 partition lines was presented. For this 
feature extraction, a  vector set was built with 41 
attributes representing 16 sub blocks, 24 partition 
lines and one for the possibility of getting closed 
loop.  

Simulation results demonstrated that the RNN, 
DROP 1, DROP 2 ,DROP 3 and DROP 4 methods 
have much reduced stored instances with acceptable 
accuracy. It was noted that DROP3 method has the 
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highest classification accuracy with good reduced 
memory size compared to other methods.  
Therefore, we recommend Drop 3 as a suitable 
method for our proposed approach in terms of 
storage memory and quality of recognition. 
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