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ABSTRACT 
 

Voice recognition is a system to convert spoken words in well-known languages into written languages or 
translated as commands for machines, depending on the purpose. The input for that system is "voice", 
where the system identifies spoken word(s) and the result of the process is written text on the screen or a 
movement from machine's mechanical parts.  

This research focused on analysis of matching process to give a command for multipurpose machine such 
as a robot with Linear Predictive Coding (LPC) and Hidden Markov Model (HMM), where LPC is a 
method to analyze voice signals by giving characteristics into LPC coefficients. In the other hand, HMM is 
a form of signal modeling where voice signals are analyzed to find maximum probability and recognize 
words given by a new input based from the defined codebook. 

This process could recognize five basic movement of a robot: "forward", "reverse", "left", "right" and 
"stop" in the desired language. The analysis will be done by designing the recognition system based from 
LPC extraction, codebook model and HMM training process. The aim of the system is to find accuracy 
value of the recognition system built to recognize commands even the speaker voice isn't currently stored in 
the database. 
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1. INTRODUCTION  
 

Biometric systems commonly used for identify 
and verify an individual being to acquire the 
identity of the authorized individuals by comparing 
and checking the submitted data with the database 
that contains the record of authorized individuals. 
The process followed by verification, where the 
system made decision for the submitted data after 
being compared with the stored data. 

Biometric recognition applied as identification 
method for humans based from specific biological 
characteristics they have. The use for biometric 
recognition has many ways and forms, and so on, 
which implemented on many ways and form, one of 
them is voice recognition. Voice recognition is the 
method to recognize voice spoken by a person, 
which divided by two classifications: voice 
recognition and speaker recognition [3][8]. The 
main difference from those methods is the purpose 
of the system, where voice recognition system 
identifies the keyword said by a speaker regardless 
of the speaker's identity, and speaker recognition 

identifies the speaker based on the elements of 
sound. The aim for this research is to define the 
methods behind the voice recognition systems and 
set up for an implementation for defined system.  

 

2. VOICE RECOGNITION SCHEME 
 

The basic principle of voices is that the voice 
made by friction between two or more objects 
which produces vibration on the air and then 
received by human ear.  That vibration can be 
produced by human itself with vocal instruments. 

Voice signals divided based from the excitation 
methods: 

a. Voiced excitation; 

b. Voiceless excitation;  

c. Transient excitation [10] 

Voice signals are shown as in Figure 1. 
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[Figure 1: Voice Signal Samples][8] 

 

The schemes for voice recognition systems are 
(a) input stage by retrieving voice samples; (b) 
extraction stage by building a template database 
based from sampled voice signals; (c) matching 
stage, to match any submitted data with given 
template and (d) identity validation, to find out the 
appropriate keyword then sending the command to 
another defined system.  

There are two classification for those systems: 
(a) dependent voice recognition, where it requires 
special training from users by using sound profiles 
and easier to build because the voice samples are 
already saved on a database with vocabulary list; 
and (b) independent voice recognition where the 
system recognizes a word or sentence regardless of 
who spoke the word/sentence [8]. This model 
examines each voice input with recognized 
words/sentences and choose one which have the 
best probability value of all. 

 

3. LINEAR PREDICTIVE CODING 
 

Linear predictive coding or abbreviated LPC is a 
stronger method to analyze the coded voice files 
with better quality on low bit rate samples. The 
reasons why LPC commonly used are: (a) LPC 
proves better approximation coefficient spectrum; 
(b) LPC give shorter and efficient calculation time 
for signal parameters and (c) LPC has been able to 
get important characteristics of the input signals. 

LPC process block diagram given in Figure 2, 
which contains six steps: 

Step 1: Pre-emphasis 

Step 2: Frame selection 

Step 3: Window process 

Step 4: Autocorrelation analysis 

Step 5: LPC analysis 

Step 6: Cepstral coefficients conversion 

Step 7: Cepstral weight 

Step 8: Delta cepstrum definition [8] 

 

[Figure 2: LPC Process Diagram][8] 

 

4. HIDDEN MARKOV MODEL 
 

Hidden Markov Model or HMM is a statistical 
model from a system that assumed as Markov 
processes with unknown parameters. The aim for 
HMM is to find hidden parameters inside 
recognized signal patterns. HMM states are 
observed by identifiable variables which influenced 
by those hidden states [1][6]. 

The simplest way to understand how HMM 
works is represented in Figure 3 and 4 below: 

 

[Figure 3: Markov Process Diagram][3] 



Journal of Theoretical and Applied Information Technology 
15 May 2012. Vol. 39 No.2 

 © 2005 - 2012 JATIT & LLS. All rights reserved.                                                                                                                                      

 
ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
190 

 

 

[Figure 4: HMM Process Diagram][3] 

 

There are random variables used by HMM 
process: (a) x(t) that contains x(t) that contains 
values of a hidden variable on t time session, (b) 
y(t) that contains values of a known variable on t 
time session. Value of y(t) is depend on the value 
state of x(t), and the value of x(t) depend on its 
previous state x(t-1). 

Figure 5 shows how HMM process defined as 
dependent states which every state x(t) depend on  
values from the previous state and also influence 
values of the next state. 

 

 

[Figure 5: HMM Architecture Diagram][2] 

Also, there are two HMM types for describe 
HMM: (a) ergodic model where the change of one 
state to another is all possible or reversible on a 
loop or known as state cycle, and (b) left-to-right 
model where the state changes in order from the 
leftmost to rightmost state with irreversible process. 
Those models shown in Figure 6(a) for ergodic 
model and Figure 6(b) for left-to-right model. 

 

[Figure 5(a): Ergodic Model][2] 

 

[Figure 5(b): Left-to-Right Model][2] 

 

A. Elements 

There are some HMM elements that needed to 
deal with as follows: 

a. N, indicates total states given due to the 
model implementation. 

b. M, indicates total of unique observation 
symbols in every states. The observation 
symbol could be character sets or numbers. 

c. Transition state distribution, stated by the 
formula below: 

 

d. Observation symbol probability distribution, 
given by this equation: 

 

e. Initialization state distribution model, defined 
as this: 

  

[1][9] 

 

There are three algorithms to solve each cases 
stated on the following: 

a. Forward algorithm that solves given model 
parameters which have output probability as a 
certain series of number. 

b. Viterbi algorithm that solves given model 
parameters which have hidden state series 
with maximum probability to give output as a 
given certain series of number. 

c. Baum-Welch algorithm that solves state 
transition with given output series or dataset 
to found the best probability of state 
transition groups together with the output 
probability [6]. 
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B. Quantization Vectors 

Vector quantization or known as VQ is a 
clustering technique for process time series signals 
to several clusters. Each cluster represents data that 
have little difference on spectral characteristics and 
owned by a specific population. The gravitation 
center of each cluster assigned for specific index 
and assumed as representative of cluster population 
on signal process [7]. 

By assuming VQ as redudance shifting  that 
minimize required bits to identify windows 
structure inside of the signal, VQ could be use for 
generating a codebook that defined as a voice 
database by quantizing weight cepstral coefficient 
vectors from all references. The main benefits from 
VQ are (a) reduce the amount of spectral analysis 
information; (b) reduce the calculations for define 
the similarity of spectral vector analysis and (c) 
discrete spoken voice representation make 
recognition process more efficient. 

Two types of recognition algorithms below were 
commonly used on VQ: 

a. K-Means 

b. Binary split 

K-Means have easier and simpler method to be 
implemented on a HMM model, so it become 
common when used for some applications because 
of  using a set of learning vector as codebook 
vector. 

Hence there are some steps on K-Means 
algorithm: 

Step 1: Initialization 

The algorithm starts by choosing M vector as 
the codeword initial set on the codebook. 

 Step 2: Nearest neighbor 

For every learning vectors L, define the nearest 
codeword on the corresponding codebook and 
assign the vector to the proper cell. 

Step 3: Centroid update 

The system updates any codewords in each cell 
using centroid method from learning vector 
assigned to that cell.Step 4: LPC analysis 

Step 4: Iteration process 

Repeat two steps above (nearest neighbor and 
centroid) until the mean distance value has below 
the preset threshold value [2]. 

 

C. Forward-Backward Algorithm 

This algorithm based from the dynamic 
programming model that make calculations for 
small samples and save its results, then can be re-
used when those results become important. The 
method is more efficient than repeating all steps 
given from the beginning. 

The algorithm itself divided on two process: 
forward algorithm and backward algorithm. Hence 
it is the forward algorithm order shown below: 

a. Initialization 

 

b. Recursion 

 

c. Termination 

 

 The same order also applied for backward 
algorithm as given: 

a. Initialization 

 

b. Recursion 

 

c. Termination 

 

[2] 

 

5. PROPERTY SETUP 
 

The system made for this research  is a software-
based system that have aim for (a) model the parent 
system with a voice control; (b) model possible 
voice types to be recognized by the system and (c) 
generate plots that will help determine whether the 
voice recognition model satisfy given requirements. 

These processes included inside the system for 
apply the signal processing technique: (a) 
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extraction process, (b) VQ or vector quantization 
and (c) HMM learning with recognition algorithm. 

 
A. HMM Process 
Figure 6 represents the flow diagram for set up 

designed system in proper parameters as shown 
below: 

 
[Figure 6: HMM Recognition Scheme][10] 

 
Also, there are operation steps or operational 

procedures that occur inside the system, given by 
Figure 7. 

 

 
[Figure 7: System Operational Procedures] 
 
 
 

B. Voice Sampling Method 
The first and the most important stage to perform 

a voice recognition system scheme is voice sampling 
method where the sample voices recorded through 
voice-sensitive recording device to generate 
digitized waveform of the sampled voice signal.  

The system is set to be able to recognize five 
types of voice with wave sound and special audio 
files which samples separated based on the speaker: 
male and female speakers. 

For example, Figure 8 shows one of the voice 
given by male speakers and Figure 9 shows one of 
the voice given by female speakers. 

 

 
[Figure 8: Waveform from the male speaker] 
 

 
[Figure 9: Waveform from the female speaker] 
 
The system initialized by program the codebook 

with five sample voice signatures that used as basis 
for recognition process. 

 
After all voice samples generated, the next step is 

to extract the characteristics from the provided 
signal where the signal usually already filtered to 
reduce noise level and decrease the error ratio for 
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recognizing noise-interfered signal from the 
environment.  

Hence there are the known process order: 
 
a. Signals are grouped on frames with N sample 

size with estimated ms sampling time on given 
sampling frequency. 

 
b. Each frame windowed with Hamming window 

method to minimize signal discontinuities on the 
start and end part of the frame, then autocorrelated 
with order value M. 

 
c. LPC analysis, where autocorrelation value on 

each frame converted to LPC coefficients and 
calculated with Levinson-Durbin recursive process, 
then converted to cepstral coefficients with Q  
cepstral coefficients. 

 
d. Cepstral weight used to minimize sensitivity 

against the noise, and the last delta cepstrum done 
for represents cepstral from voice spectrum. 

 
The execution of those process inside the 

programming environment formed a function named 
hmmfeatures, which uses calculation for the length 
of signal, then determine how many frames built 
using the command below it. Afterwards, the 
framing, windowing, autocorrelation, LPC analysis, 
cepstral coefficient calculation, cepstrum weighing 
and cepstrum difference is executed in order to 
extract voice parameters inside the signal. 

 
C. Quantization Vectors 
The whole process above is how to find the 

observation vector that needed to build required 
quantization vector. Key point of the system is the 
clustering process that using K-Means algorithm. 

K-Means algorithm based from two steps: (a) 
observation vector distribution and (b) clustering 
process on the highest distribution area. 
Quantization vector processing written in a function 
named kmeans where the dimension vector given by 
two dimensional array, then the extracted parameters 
used for randomly initializing centroid and to create 
centroid. Afterwards, there is a loop to done 
clustering process so that the system generates 
quantized vectors that could be processed as a 
codebook by using hmmcodebook function. 

 
By defining the data length and load the voice 

data, the system generates a codebook given by two 

dimensional array contains voice data and the results 
stored by K-Means algorithm. Also, there is a 
distance variable where used for count distance of 
errors made when the codebook is being generated. 

 
D. HMM Learning and Recognition 
The forward-backward algorithm on HMM 

section used to obtain log-likelihood values by 
building hmmrecog and hmmlogp function, 
respectively. HMM recognition process by the 
hmmrecog function has codebook parameter and 
delta cepstrum pattern as input, where the function 
itself produces the log parameter for signal detection 
probability and also generate one of five values 
given to decided the voice type based from the 
codebook database. 

 
E. Programming Interface 
To develop the recognition system on the proper 

enviroment, the MATLAB programming with 
graphical interface is chosen since it is easier to 
write HMM related codes and functions [5]. 

 
Figure 10 shows that how a voice had been 

recognized by the system as a command for another 
mechanical systems where the voice data processed 
with codebook database acts as basis for recognition 
scheme. 

 
[Figure 10: Flowchart of the recognition 

process][8] 
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F. Program Properties 
Under the MATLAB graphical interface 

environment, the system for voice recognition 
scheme has been set up as shown in Figure 11. The 
implemented extension system is a mechanical 
system that can made five basic elements of 
movement: forward, reverse, turn left, turn right and 
stop. 

 

 
[Figure 11: System initialization][2][4] 

 
The codebook used for the system is based from 

TI46 codebook model with some changes applied to 
fit on five samples given as recognition base. Voice 
data that had been set stored in an audio file with 
“.mat” extension as an array, with “.label” and  
“.case” parameters to perform matching process [5]. 

 

6. RESULTS AND ANALYSIS 
 

This result analysis is done by an Intel Core 2 
Duo T5850, 2.16 GHz processor, 2 GB of RAM 
and 250 GB hard disk with Windows XP Service 
Pack 3 and MATLAB 7.4 installed. 

A. System Test 

By executing “Load Sample” button object and 
fill the sample voice data path, the system displays 
waveform of the sample signal as seen in Figure 12. 

 

 

[Figure 12: Voice sample input] 

In the same time, the system also generated 
about 3,288 LPC coefficients as identification 
values from the sample given. Some values given 
inside Table 1 for example. 

 

Table 1: LPC Coefficients from a Sample File 

 

There are another values from LPC process 
besides LPC coefficients, called observation 
vectors where used for clustering process. 

Values of the observation vectors given by 
Figure 13. 
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[Figure 13: Observation vectors from a sample 
file] 

The process continues with HMM training stage, 
where forward-backward algorithm used to get log-
likelihood values using five hidden state models. 
The result from HMM training process given in 
Figure 14. 

 

 

[Figure 14: HMM codebook contents] 

 

The process is completed by determining the 
result of the recognition process and give command 
to the mechanical system, as shown in Figure 15.  

 

[Figure 15: Voice recognition result] 

 

B. Performance Test 

This test performed for characteristics analysis 
for 5 male and 5 female samples as input with the 
same keyword given. The test procedure split by 
two procedures: (a) LPC coefficient test and (b) 
codebook database test.  

The performance test involving 5 samples with 
25 voice data files given 25 files correctly 
recognized or resulting the 100\% accuracy, where 
the same test involving 5 samples with 25 voice 
data files given 17 files correctly recognized or 
resulting the 68\% accuracy. 

 

7. CONCLUSION 
This research has been outlined the work on 

analysis of voice recognition in voice-controlled 
robot devices. As a review of thesis objectives, the 
concept of  in the area of voice recognition system 
especially for voice recognizing method are 
studied. Also, the model for the recognition system 
is designed in order to analyze hidden states and 
HMM effectiveness by using computer simulation.  

In this research, the recognition system are 
modeled in MATLAB graphical user interface 
(GUI) with the representation of input signals and 
given commands (forward, reverse, turn left, turn 
right, and stop). 

From the simulation result there are several 
conclusions as follows : 
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a. In the voice recognition proses, the following 
steps used such as voice input, extraction using 
LPC, clustering, HMM training and HMM 
recognition. 

b. The accuracy result of 25 voice sample data 
that have voice database gives 100% accuracy, 
where other 25 voice sample data that did not 
have voice database gives 68% accuracy. 

c. Based from accuracy test performed, voice 
database is significantly affected  the 
recognition accuracy where larger probability 
of recognition given by larger voice sample 
data stored in the database. 

d. The accuracy test also shown the system had 
recognized the command "turn left" and "turn 
right" more accurate with all input samples 
contained "turn left" and "turn right" 
commands given correct results, which 
indicates the system would better to recognize 
left and right turn command rather than another 
commands. 

 
8. FUTURE WORK 

 
In the future, there is still needs some 

improvement of the simulation model in order to 
provided a more resemble compared to the real 
world.  

Several suggested future works that can be 
done are listed below: 
a. In this thesis, the implementation of the robot 

controlling system still on software simulation. 
The future work can be done on building the 
hardware system for the simulation and 
investigate more hidden states inside the HMM 
model with further iterations. Also, the 
developed system in future may be a real-time 
processing with input directly given from the 
microphone. 

b. The future work can be done by using another 
algorithm model, such as Viterbi or Baum-
Welch algorithm to analyze the effect of every 
hidden states and characteristics of the voice 
signals. 

c. In fact, LPC and HMM voice signal processing 
algorithms given in this thesis use similar 
methods of Texas Instruments’ TI46 voice 
recognition model based on English numbers, 
another codebook model and expansion of 
control commands will apply. 

 
Therefore, in future work needs some improvement 
on the related algorithms and other possible moves 
that can be done by a voice-controlled robot. 
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