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ABSTRACT 
 

This paper presents a spectral architecture for template matching that combines edge detection, to find the 
similarity between input image and template.  Generally template matching algorithms based on cross 
correlation suffers either from computational complexity or larger detection time.  This architecture 
overcomes both problems and makes the system more reliable. Experiment results show the accuracy of 
detection and computational time. Since this model was developed on Matlab system generator and 
synthesized using Xilinx platform, it can be easily implemented on FPGA.  Resource utilization can be 
done, which speeds the computation when the system is implemented on FPGA. This makes the 
architecture more comfortable for real time applications. 
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1. INTRODUCTION  
 

Template Matching (TM) in image processing is 
finding a target among various objects. It is widely 
used in many applications, such as tracking and 
monitoring in military applications, satellite image 
monitoring, image registration and medical image 
combination for medical applications.  Matching is 
commonly done in many methods and still many 
researches are working to increase accuracy and 
reduce computation time [1-3]. 

 
Generally, Mean Absolute Difference, Mean 

Square Error, Luminance similarity, Correlation, 
Contrast similarity and Hausdorff distance are used 
to find the similarity [9, 10]. Number of works has 
been proposed to detect the object along with 
feature extraction such as edges, regions and 
corners and then to locate the target by combining 
the features but these works have high 
computational complexity [4-8]. 

 
Cross correlation is an important tool in image 

processing which correlates two signals to find the 
match but the insufficient accuracy and 
computational complexity makes the method 
unaffordable for real time applications [11-13]. 
Correlation can be made through both spatial and 

spectral domain, it is known that FFT based 
correlation is quite fast compared to other methods, 
so we proceed with a spectral architecture which 
overcomes the limitations mentioned. Edge 
detection can be done in many ways still in all 
methods making is done only in horizontal and 
vertical direction which limits the accuracy of 
feature extracted from the original image. In our 
architecture masking is done for all eight directions. 
This combined architecture implementation can be 
performed in either software or hardware. 

 

2. PROPOSED ARCHITECTURE FOR 
TEMPLATE MATCHING 
 

Fig. 1 shows the combined architecture of 
template matching which contains two major 
functional blocks. This architecture is designed in 
such a way that it works for a real time application. 
The input image in which the target is to be 
detected is brought inside the model through “from 
workspace” blocks in Simulink. It loads a variable 
from Matlab workspace to working model when an 
m-file is compiled. This m-file includes set of 
functions; first it reads the input image and converts 
it to a gray image. The converted gray image 
variable will be in matrix (two-dimension) form, 
which cannot be processed by the Xilinx blocks. So 
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the two-dimensional array is converted into a one-
dimensional array. The variable that contains this 
one-dimensional array is loaded inside the model. 
Template image is also processed in the same way 
and loaded inside the model. 

 

 
 

Figure1. Combined Architecture 

Edges of both input and template image are 
extracted by edge detection block which are 
designed using Xilinx blocks.  It cannot directly get 
the values from Simulink blocks so the values are 
routed through a gateway. Then both edges are 
cross-correlated by a spectral architecture to find 
the match.  Correlation peaks will be maximum 
when there exists complete match and zero when 
no matching. Else peaks will vary depending on the 
matching position. Fig. 2 shows the input image 
and two templates taken for verification. 

     

Figure2. a) Input image b) Template1 c) Template2 

3. EDGE DETECTOR 

In image processing and computer vision edge 
detection is a process which attempts to capture the 
significant properties of objects in image. Edge 
detector must be more reliable and efficient because 
the accuracy of template matching depends on it. 
They are categorized into two, based on their 
behavioral study.  

 
• Gradient edge detectors or First derivative 
• Zero crossing or Second derivative 
 

Gradient edge detectors can be easily designed 
using Xilinx blocks; since they require only LUT’s 
and ALB’s. Sobel, Prewitt and Robert cross comes 
under first derivative. Suitable type is selected 
depending on the applications. We consider Prewitt 
detector for our experiment. Horizontal and Vertical 
kernel of Prewitt is shown below. 
 

 
 

Horizontal and Vertical kernel for Prewitt 
 

 
 

Figure3. Modified Edge detector 
 

Accuracy of edges detected is not sufficient it can 
be overcome by this modified edge detector shown 
in Fig. 3.  There are four major blocks in it which 
are described below. 

 
3.1 Delay line 
 

Image pixel values loaded from workspace is fed 
as input; the pixel values loaded are stored in the 
memory to delay them. Depth of memory depends 
on the pixel values in each delay line. The pixel 
values are then passed to the convolution blocks. 

 
3.2 Convolution block 
 
Instead of convoluting the image pixel values in 
horizontal and vertical direction; it is done in all 

eight directions. The kernel of Prewitt is rotated in 

eight directions as shown in Fig. 4 that is each edge 

orientation ranges from 0̊ to 315̊ at the step of 45̊. 
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Figure4. Masking orientation in eight directions 
 

Each mask is convoluted with the incoming 
delayed pixel values and maximum edges in all 
eight directions are estimated. It is done by 
multiplying each row of convolution kernel with the 
input pixel values and added. 

 
3.3 Maximum Estimation 
 

Maximum edge is estimated using a multiplexers 
and comparators. The inputs for mux are the 
compared results of edges from all eight directions.  
 
3.4 Threshold unit 
 

Thus the magnitude of edge detected values is 
fed into this block as input. These types of detectors 
are susceptible to noise.  To overcome a threshold 
block is added; by doing so noises get suppressed.  
The threshold value is decided manually to get 
proper edges. 

 
4. SPECTRAL ARCHITECTURE FOR 

CORRELATION 

Correlation theorem states that the correlation 
computed in spatial domain is similar to point wise 
multiplication in the Fourier domain. 

 
Cross Correlation = F-1(F*(T)* F (I)) 

 
Fig. 5 shows the spectral architecture which 

directly implements the CC theorem with reduced 
number of elements. To implement the theorem 
directly we require two FFT computations and one 
IFFT computation with complex multiplication.  

 
But our architecture simplifies it by using two 

temporary memories in which one holds the 
information of input image at initial stage. These 
memories are utilized again and again for storing 

the temporary values at the time of calculation. One 
memory to place the template pixel values 
permanently. A complex multiplier is used which 
performs multiplication between Template and 
Image. Fourier treatment is done by FFT slices. The 
operation of slices is controlled by multiplexer. It is 
programmed to perform FFT operation and IFFT 
operation to compute the theorem.  

 

 
 

Figure5. Spectral architecture  
 

Two memories Memory 1 and Memory 2 are 
used which groups two independent memories; one 
for real part and other for imaginary part. Memory 1 
holds the pixel values of input image. Template 
memory is the permanent memory which holds the 
conjugate values of template image; it also has 
separate access for real and imaginary. Depth of 
memory and number of slices used varies 
depending on the size of the image used. 
Independent memories and parallel FFT/IFFT 
computations are done to speed up the process. The 
working principle of this architecture is explained 
below. 

 
1. Conjugate of template value is calculated 

and stored in Template memory_re and 
Template memory_img is loaded with 
zeros. 
 

2. Input pixel values are loaded in 
memory1_re and memroy1_img is filled 
with zeros. 
 

3. Row wise FFT computation for elements 
in memory1 is done and the results are 
stored in memory2_re and memory2_img. 
 

4. Column wise FFT computation for 
elements in memory2_re and 
memory2_img is done and the results are 
stored in memory1_re and memory1_img. 
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Column wise selection is done by a 
separate control unit. (Now F (I) is done). 
 

5. Values from memory1 and template 
memory multiplied by a complex 
multiplier. 
 

6. IFFT computation for the products 
obtained is done and the results are stored 
in memory2. 

7. FFT is computed for the values stored in 
memory2 and the result is stored in 
memory1. 

The correlation peaks (maximum value) obtained 
is the point where the input image and template 
matches. This can be further enhanced by Zero 
normalized cross correlation (ZNCC) which is left 
for future work 

 
5. IMPLEMENTATION DETAILS AND 

RESULTS 

The architecture has been designed in such a way 
that it can be easily implemented and reliable for 
real time application.  This has been simulated and 
synthesized using Xilinx ISE version 12.1. Edge 
detection model was designed using Matlab system 
generator blocks. This model is converted into HDL 
code by “make HDL” option. Template matching 
block is designed using Xilinx IP core. Both the 
models are combined together in Xilinx and 
synthesized. Simulation and Synthesis results are 
shown below. 

 
Simulation Results on Template Matching 

 

 
Input image pixel values 

Template image pixel values 

Correlated output value 

Synthesis Results for Template Matching 

 

 

6. CONCLUSION 
 
The efficiency of the proposed architecture is 
comparatively faster than the existing architectures, 
which has been achieved by the logic utilization of 
FPGA. The accuracy of the matching, when the 
template is not rotated is about 98% and the 
computation time is calculated for the operating 
speed of 500MHz. The Cross-Correlation is reduced 
further when implemented in hardware. 

Table 1 Implementation Results 
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