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ABSTRACT

Data mining is a dominant technology which extéins hidden information from the huge databa®sta
mining techniques envisage future progressions taedds, acquiesce businesses to make practical,
knowledge-actuate arbitratiolata clustering and association rule mining hasetiéd a lot of research
interest in field of computational statistics aratadmining. Web usage mining is an important apfibo

of data mining techniques and it is used to deteemiser navigation pattern from web log data. s th
paper, the clustering technique is applied for ghogi the users based on the ip address and assogiale
mining is used for finding the associations betwées clustered groups. A hybrid Leaders complete
linkage algorithm is used for clustering the udate groups and the Apriori algorithm is used fording
associations between the users. This approachisewesindividual access pattern of users.

Keywords: Hierarchical Clustering, Incremental Clustering, Web Usage Mining, Association Rule
Mining.

1. INTRODUCTION time and space complexity. Most of these
algorithms are intended for dynamic databases. For
Data mining is an evolutionary process whictimproving the clustering quality the hierarchical
analyse the data from different data sources arcomplete linkage and incremental leaders
summarize those data into useful information. Datalgorithms are incorporated and a hybrid Leaders
clustering is the most active area in data minind) a Complete Linkage algorithm (LCL) is proposed [2].
it is used in many applications including business
management, user profile analysis, and marketing.Data mining techniques are applied to the web
For many issues of computer science includintpgs for retrieving the user access patterns. Hee u
statistical analysis, database compression, vectaeb logs are clustered i.e., future behavior of use
guantization and pattern recognisation the daia forecasted. The web pages are assigned into a
clustering technique is needed. Clustering analysiduster based on likeness or other relationship
aims at identifying group of similar objects andmeasures in the web page clustering. The
helps to discover distribution of patterns andAssociation rule mining is used to determine the
interesting correlation in data sets. The dathequently visited web pages collectively in a
clustering algorithms are classified as partitionabession and interesting associations between huge
clustering, fuzzy clustering, hierarchical clustgri set of data items.
and artificial neural network for clustering.
For grouping the user into different clusters a
The clustering qualities of partitional algorita  hybrid Leaders complete linkage algorithm (LCL)
are actually poorer and less effective than this used. The advantage of this algorithm is to évoi
agglomerative counterparts. In the framework ofearranging of all the objects. The data mining
document retrieval, the hierarchical algorithmtechniques such as association rules, page clusters
seems to process superior than the partitionahd user clusters are applied to web server logs fo
algorithms for retrieving related documents. Thédentifying the user navigation patterns. Web
Hierarchical clustering has the disadvantage thagerver logs include the browsing information of
once the clustering process is completed, one camieb users.
back track it. Incremental clustering algorithme ar
useful to handle huge data set due to their lower
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Web server logs are clustered using the LC The agglomerative clustering [4] methods are
algorithm and the APRIORI algorithm is used tcclassified as: SLINKsingle-linkage) and CLINK
determine several rules which identify individual(complete-linkage) clustering. In tlsemplete-
user access pattern and the frequent web padéwkage clustering the likeness of one cluster and
visited by the individual users. Based on thesthe other cluster have to be identical to thathef t
revealed information the bandwidth is limitedmaximum likeness measure from any member of
according to the content of the usage. That ig, if one cluster to any other member of the other
person continuously views the entertainment siteduster. The Hierarchical clustering has the
in the web then the bandwidth is limited for thosedisadvantage that, once the clustering process is
users. completed the objects in the cluster cannot be

rearranged.
2. RELATED WORKS
Incremental clustering algorithms [5] are usedul

Data mining applications can employ a mixture ohandle huge data set due to their lower time and
parameters to inspect the data. They comprisspace complexity. Most of these algorithms are
associations among different data objects, paintended for dynamic databases. Some applications
where one data object leads to another data objeneed rearranging of data objects time to time, for
classification which identifies new patterns,these applications incremental clustering algorghm
clustering [1] which group the similar data objectsare desired. The incremental clustering algorithms
In each cluster the objects are similar betweeare developed since 1970's. The LEADER
themselves and dissimilar to the objects in themthalgorithm [6] is one of the incremental clustering
clusters. In this paper a hybrid clustering aldorit algorithms which use the threshold value to decide
is used by combining the hierarchical ancif an data object must be positioned into an exgsti
incremental clustering. cluster or a new cluster has to be produced.

The Partitional clustering algorithms are Web usage mining [7] information provide recent
compatible for clustering huge datasets owing tolients, maintain existing clients, and track cign
their relatively low computational requirementswho are leaving the web site. The procedure of
The Partitional clustering algorithm splits the alat information retrieval from the secondary data such
objects into k partitions and each partition is\wno as web server access logs, registration data, user
as a cluster. K-means [3] is one of the traditionadessions or transactions is defined as web usage
partitional clustering techniques. In the firstpste mining. Web Usage Mining is performed by three
number of clusters is fixed to k.In the second stemain tasks: Pre-processing, Pattern Discovery and
centers for the desiredclusters are identified and Pattern Analysis.
the data objects are assigned to the clusters whit :
are nearer to the cluster center. In most of th '
partitional clustering algorithm i.e., k-mean typdés
algorithm such as K-medoid, K-median, Fuzzy c-
means require the number of clusters k are to kt

o P o
specified in advance. me,@ @ ﬂ@ @r n@
Hierarchical clustering is one among the method
H

of cluster analysis and it constructs a hierardhy o
clusters which avoids the number of desirec
Preprocessed Rules, Pattens Intereﬁing rules,
Clicksiream Data and Statistics Patterns and Statistics

Site files

clustered to be specified in advance. Hierarchice
clustering algorithms are widely classified intootw

types:  Agglomerative and  Divisive. In . L o
Agglomerative: Clustering process starts in its own Figure 1. Association Rule Mining

cluster, and pair of clusters are merged and moves ) .
up in the hierarchy. In Divisive: All Clustering 'Ne web pages [8] are assigned into a cluster
process starts in one cluster, and the splits apased on likeness or other relationship measures in

performed continuously and move down thdhe web_ page clustering. Data minjng techniques

hierarchy. are applied to the web logs for retrieving the user
access patterns. The user web logs are clustered i.
future behavior of user is forecasted. In web usage

Raw logs
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mining, the association rules identify the sets obn the existing leaders (Lds) or may become leader
pages that are accessed together which are mdta new cluster. In first step of LCL algorithrhgt
directly correlated to one another througtLeaders algorithm is applied to construct the sub
hyperlinks. clusters which are represented by leaders.

The Association rule mining [9] is used to In second step, complete linkage algorithm is
determine the frequently visited web pageimplemented on the predefined sub clusters. The
collectively in a Session and interestingcohesion which is the measure of similarity in
associations between huge set of data items. Tbetween two sub clusters is based on the joingbilit
discovery of association rules is based on thof clusters. The joinability of two clusters (Cxdan
sessions and each session is elucidated asCy) is based on data point ‘P’ with location ‘L’ is
transaction. Association rule [10] can identify thedefined in 3.1..a.
series in which the web pages were viewed and
these series of pages are called as paths. T :(p, Cx, Cy) =min (fx (I), fy (1)) ------ (3.1)
association rule mining algorithms are applied to
web mining for identifying associations between
web pages and exciting access patterns. Association
rules are measured to be exciting if both a
minimum support and a minimum confidence is IG|+|C|
satisfied.

Ch (Cx, Cy)Z J(P,Cx,Cy)
P€Cx, Cy

Joinability J of the clusters Cx and Cy are
produced by identifying the minimum probability
density functionfx and fy of point ‘P’ at location
‘L".By finding the joinability, the cohesion betwae
he clusters are measured using 3.1.b.The cohesion
r all possible combinations are determined and fit

to the same cluster or a new cluster.

3. PROPOSED METHODOLOGY

A hybrid LCL algorithm is used for effective
clustering of web server logs. The web logs o
SASTRA UNIVERSITY are taken as the input
dataset. Clustering of web logs are based on the
address and it is clustered into two groups o

clusters which identify the access patterns ofe&hos -
clustered groups. The association rule mining, lWsteris Assactaton
Ap_riori algqrithm_is applied on the_ clus_te_red logs, 1.0 (— \PR ORI
This algorithm is suitable for identifying the aleoritlng -_11-' 'U]t-llm
frequent web pages viewed by each of the groupgd  ~ o i
clusters. This method avoids the unnecessary usage
of web in the educational institutions.

. . Data Colleat e ot A
3.1 Leaders Complete Linkage Algorithm T oliection PuasocttonRule

Leaders Complete Linkage is a hybrid clustering Web Server Tser Access

algorithm. Several clustering techniques are Lozs Petterns
proposed to merge the characteristics of tw

distinct clustering algorithms. The hybrid algonith l

first divides the input data set intosub clusters =~ WWW . e
and then a hierarchical structure is constructed i

based on these sub clusters. A hybrid clustering
algorithm is used in this paper which is leaders
complete linkage algorithm (LCL).It combines the
leaders algorithm and complete-linkage algorithm.

Figure 2. Proposed Methodology

LCL Algorithm

Leader clustering is an efficient incremental
clustering algorithm in which each of the N numbef
of clusters are represented by a leader. N clust der. .
are generated by using a threshold value. In the fi ep2. Ch_oos_e all the data objects one by one and
step, pattern is selected as the leader of a clus mpare it W'th leader.
and the remaining patterns are classified dependi 3. Obtain leader for each sub cluster.

epl. Select one data object and assume it as
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Sepd. Repeat step 2 and 3 until there is no pointAPRIORI Algorithm
change between clusters.
Sep5. Achieve the cohesions, Ch (Cx, Cy) for allCn: Candidate item set of size n

pairs of sub clusters, Cx and Cy. Ln: Frequent itemset of size n

Sep6. A heap is constructed, QCh, with thell = {frequent items};

cohesion of all possible combinations. Begin

Sep7. The maximal cohesion is extorted, say Chror (n = 1; Ln! =9; n++) do begin

(Cx, Cy), from, QCh. Cn+1 = candidates generated from Ln;

Sep8. If Cx and Cy do not fit in to the similar sub End For
cluster, subsequently combine the two sub clustéor each transaction t in database do

so that they fit into a new sub cluster. increment the count of all candidates in
Cn+1
In LCL algorithm the excellence of the partition that are contained in t
is examined at each step, if the excellence of Ln+1 = candidates in Cn+1 with

partition is not enhanced then the clustering @l min_support

concluded and the recent partition is the finalites End For

The high excellence of clustering is achieved usinReturnun Ln;

this algorithm. Web server log data is used as @nd

input to the LCL algorithm for determining web

page clusters. The clusters having arbitrary shapesThe Apriori algorithm is a proficient algorithm
are obtained using the LCL algorithm and enhancefdr determining all frequent web pages. The
clustering results are also achieved using thiSrequent web pages form the association rules. This
algorithm.LCL handles huge data set, accuracy aralgorithm equips a level-wise investigation using
efficiency of the algorithm is remarkably high whenfrequent web pages and it could be additionally

compared to other clustering algorithms. optimized. The Apriori algorithm is best in
handling the web log which contains huge amount
3.2 APRIORI Algorithm of transactions in it. Apriori algorithm is capaldé

identifying the web pages viewed by each
Association rule mining is used to discover whic individual user and it is parallelized and

web pages are frequently viewed by the clienimplemented.
Exciting associations and relationship between web
logs are determined by association rules. Th& ADVANTAGES OF PROPOSED
Apriori algorithm is intended for the data items METHODOLOGY
which include transactions. Web log contains huge
amount of data items hence the Apriori algorithm is The K-means algorithm is usually applied for
choosed for handling these logs. This algorithm hasffective clustering of data. In this algorithm the
two important terms: Support and Confidenthe numbers of desired clusters are to be specified in
supportis defined as the amount of transactions thatdvance and all the data objects are processed
includes all items in the predecessor afid essentially at the same time. The K-means
Successor Y is divided by the sum of transactionalgorithm could not handle the huge amount of
There may be some transactions which contain bodata. Where as in the LCL algorithm which is used
X and Y then the association rule is defined ain our approach, the dynamic and huge web logs
X->Y. The confidence is defined as the amount care processed frequently within the period of time.
transactions which comprise every items in botThe time and space complexity of LCL algorithm is
successor as well as the predecessor to the amolow.
of transactions which comprise every items in the
predecessor. 5. EXPERIMENTAL RESULT

The above methodology is applied for the
SASTRA university web logs. The web logs are
clustered based on the ip address and the individua
user access pattern of those clustered groups are
identified. LCL algorithm is applied on these web
logs for efficient clustering. Figure 3 defines the
clustering process of the web logs.
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The clustered web logs based on ip address are
listed in the Figure 4. The distinct url and ip et

are clustered into groups have been listed in the
Figure 5. The Apriori algorithm is applied on the

Figure 6.IPs Associated with each URL

The band width utilization of each user(ip
address) is identified from the web server logs.

clustered groups and the urls been visited by tt}x_a
users are identifed. This aspect is shown in thS
Figure 6.

igure 7 illusterates the amount of data packets
een sent and received by the experimental ip
address.The experimental result shows that the
amount of bandwidth received is comparitively
higher than the sent packets.Using this result ,the
web administrator of educatitional institutions
allocate the banwidth to individual users based on
the content viewed by those users.

mamm
masm
maEm

o /

20000 /

- / —

20000 \ / e
N

Figure 7.Bandwidth Utilization Of Each Users

e [ 6. CONCLUSION
it s A new data mining framework which
) = incorporates the clustering technique along with

association rule mining is implemented in this
paper. The LCL clustering algorithm and the
APRIORI algorithm is used for this purpose. This
data mining technique is applied for SASTRA
Figure 5. Distinct IP And URLs Are Listed UNIVERSITY web server logs. These logs are
clustered into different clusters and then the
associations in each individual clusters are
determined. The web usage of individual users is
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identified for proper allocation of bandwidth taath
user in future. The information revealed from this
methodology provides efficient utilization of web
in educational institutions. This work can be
extended by providing privacy for user web logs.
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