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ABSTRACT

The CPU scheduling is one of the most important tasks of the operating system. Many algorithms are
designed and used in this regard each having advantages and disadvantages. In this paper a new algorithm
for the CPU scheduling is presented using FFGA (Fonseca and Fleming’s Genetic Algorithm)
multiobjective optimization. Contrary to the classical algorithms in use, it uses the three parameters of CPU
burst time; 1/O devices service time, and priority of process instead of using one parameter of CPU burst
time. The important point is the adaptation of the algorithm which selects a special process depending on
the system situation. The performance of this algorithm was compared with seven classical scheduling
algorithms (FCFS, RR (equal, prioritized), SJF (preemptive, non-preemptive, Priority (preemptive, non-
preemptive)), and the results showed that the performance of the proposed method is more optimized than
other methods. The proposed algorithm optimizes the average waiting time and response time for the
processes.

Keywords: CPU Scheduling, Multiobjective Optimization, FFGA, Waiting Time, Response Time,

Turnaround Time.

1. INTRODUCTION Round Robin is considered the most widely used

scheduling algorithm in CPU scheduling [1]-[2],
Each process needs two factors when entering the  also used for flow passing scheduling through a
operating system; first CPU and second 1/0. The network device [3]-[4]. Operating systems may
processes are divided into two general groups of feature up to 3 distinct types of a long-term
CPU limited and 1/O limited processes based on the  scheduler (also known as an admission scheduler or
need to these two factors. However, most processes  high-level scheduler), a mid-term or medium term
always need the two types of sources. Now in a scheduler and a short-term scheduler. The
system with many processes available there will be  dispatcher is the module that gives control of the
a competition between these processes to acquire CPU to the process selected by the short-term
the resources. One of the most difficult problems in  scheduler [1].

Long term

designing the operating systems is the timely sanediing e
allocation of resources to the processes and ’ —
retrieving them. This problem is solved by the  remw 7777 “ 1T .g—“ﬁe
classical view of the different algorithms. All of the QL::'::'.',;;'"“ j
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e ——
1



Journal of Theoretical and Applied Information Technology

15" March 2012. Vol. 37 No.1 <

i

© 2005 - 2012 JATIT & LLS. All rights reserved: i

FlaNill

ISSN: 1992-8645

www.jatit.org

E-ISSN: 1817-3195

The key idea behind a medium term scheduler is
that some times it can be advantageous to remove
processes from memory and thus reduce degree of
multiprogramming. Later, the processes can be
reintroduced into memory, and its execution can be
continued where it left off. This scheme is called as
swapping. So, the process is swapped out, and is
later swapped in, by the medium term scheduler.
The time for which a process holds the CPU is
known as burst time. The time at which a process
arrives is its arrival time. Turnaround time is the
amount of time to execute a particular process.
Waiting time is the amount of time a process has
been waiting in the ready queue [5].

Using Artificial Intelligence methods in CPU
scheduling algorithms has optimized the results. In
recent years good scheduling algorithms have been
presented which used tools like Fuzzy Logic[7-11],
Neural network[12]-[18], Genetic Algorithms[13 -
14] and Swarm Intelligence[15]-[16]. In this study
a multiobjective optimization method is used.

Multiobjective Optimization Problems (MOPs)
optimize a set of conflicting objectives
simultaneously. Mops are a very important research
topic, not only because of the multi-objective
nature of most real-world decision problems, but
also because there are still many open questions in
this area. In fact, there is no one universally
accepted definition of optimum in MOP as opposed
to single objective optimization problems, which
makes it difficult to even compare results of one
method to another. Normally, the decision about
what the best answer is corresponds to the so-called
human decision maker [19].

We will proceed to the main parameters of
scheduling in the second section. The FFGA
algorithm will be explained in the third section and
the proposed algorithm will be reviewed in the
forth section. In the fifth section the experimental
results gathered through the proposed method will
be compared with those of other methods and
finally a general conclusion will be drawn.

2. METHODS

2.1. CPU SCHEDULING

Whenever the CPU becomes idle, the operating
system must select one of the processes in the
queue to be executed. The selection process is
carried out by the short-term scheduler (or CPU
scheduler). The scheduler selects a process from the
processes in memory that are ready to execute and
allocates the CPU to that process.
Note that the ready queue is not necessarily a first-
in, first-out (FIFO) queue. As we shall see when we

consider the various scheduling algorithms, a ready
queue can be implemented as a FIFO queue, a
priority queue, a tree, or simply an unordered
linked list. Conceptually, however, all the processes
in the ready queue are lined up waiting for a change
to run on the CPU. The records in the queue are
generally process control blocks (PCB) of the
processes [1].
2.1.1. CPU Utilization

We want to keep the CPU as busy as possible that
means CPU is not free during the execution of
processes. Conceptually the CPU utilization can
range from 0 to 100 percent.
2.1.1.1. Throughput

If the CPU is executing processes, then work is
being completed. One measure work is the number
of processes that are completed per time unit that
means the number of tasks per second which the
scheduler manages to complete the tasks.
2.1.1.2. Response Time

In an interactive system, turnaround time may not
be best measure. Often, a process can produce some
output fairly early and can continue computing new
results while previous results are being output to
the user. Thus, response time is the time from the
submission of a request until the first response is
produced that means when the task is submitted
until the first response is received. So the response
time should be low for best scheduling.
2.1.1.3. Turnaround Time

Turnaround time refers to the total time which is
spend to complete the process and is how long it
takes the time to execute that process. The time
interval from the time of submission of a process to
the time of completion is the turnaround time. Total
turnaround time is calculation is the sum of the
periods spent waiting to get into memory, waiting
in the ready queue, executing on the CPU and
doing 1/0.
2.1.1.4 Waiting Time

The waiting time is not the measurement of time
when a process executes or does 1/0 completion; it
affects only the amount of time of submission of a
process spends waiting in the ready queue. So the
Waiting time is the period of spent waiting in the
ready queue to submit the new arriving process for
the CPU.

So a good scheduling algorithm for real time and
time sharing system are concluded that must
possess following characteristics [6]:

Minimum context switches.
Maximum CPU utilization.
Maximum throughput.
Minimum turnaround time.
Minimum waiting time.
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6.  Minimum response time.
2.2. Algorithms Scheduling

The different methods are used to allocate CPU to
ready processes in queue. Each of these methods
uses a certain algorithm and has advantages and
disadvantages. Several common methods for
process scheduling will follow.

2.2.1. First-Come, First-Served (FCFS):

This algorithm allocates the CPU to the process
that requests the CPU first. This algorithm is easily
managed with a FIFO queue. New process enters
the queue through the tail of the queue and leaves
through the head of the queue (when the process is
allocated to the CPU) (1). The processes are
allocated to the CPU on the basis of their arrival at
the queue. Once a process is allocated to the CPU,
it is removed from the queue. A process does not
give up CPU until it either term unites or perform s
/0 [1].

2.2.2. Shortest-Job-First (SJF):

The SJF algorithm associates the lengths of the
next CPU burst w ith each process such that that the
process that have the smallest next CPU burst is
allocated to the CPU (1). The SJF uses the FCFS to
break tie (a situation where two processes have the
same length next CPU burst). The SJF algorithm
may be implemented as either a preemptive or non-
preemptive algorithms. When the execution of a
process that is currently running is interrupted in
order to give the CPU to a new process with a
shorter next CPU burst, it is called a preemptive
SJF. On the other hand, the non-preemptive SJF
will allow the currently running process to finish its
CPU burst before a new process is allocated to the
CPU [1].

2.2.3. Priority Scheduling (PS):

The PS algorithm associates with each process a
priority and the CPU is allocated to the process
based on their priorities. Usually, lower numbers
are used to represent higher priorities. The process
with the highest priority is allocated first. If there
are multiple processes with same priority, typically
the FCFS is used to break tie [1].

2.2.4. Round Robin (RR):

The RR algorithm is designed especially for time-
sharing systems and is similar to the FCFS
algorithm. Here, a small unit of time (called time
quantum or time slice) is defined. A time quantum
is generally from 10-100 milliseconds. So, the RR
algorithm will allow the first process in the queue
to run until it expires its quantum (i.e. runs for as
long as the time quantum), then run the next
process in the queue for the duration of the same
time quantum. The RR keeps the ready processes as
a FIFO queue. So, new processes are added to the
tail of the queue. Depending on the time quantum

and the CPU burst requirement of each process, a
process may need less than or more than a time
quantum to execute on the CPU. In a situation
where the process need more than a time quantum,
the process runs for the full length of the time
quantum and then it is preempted. The preempted
process is then added to the tail of the queue again
but with its CPU burst now a time quantum less
than its previous CPU burst. This continues until
the execution of the process is completed [1]. The
RR algorithm is naturally preemptive [17].RR
algorithm is one of the best scheduling algorithms
that developed by many researchers [20-23].

2.3. Multiobjective optimization

The notion of weighing tradeoffs is common to
problems in everyday life, science, and engineering.
Buying a less expensive product might tradeoff
product quality for the ability to buy more of
something else. Adding an additional science
instrument to a spacecraft trades off increased costs
for increased science return. Hard optimization
problems typically require many decisions on the
input side and many objectives to optimize on the
output side. The set of objectives forms a space
where points in the space represent individual
solutions. The goal of course is to find the best or
optimal solutions to the optimization problem at
hand. Pareto optimality defines how to determine
the set of optimal solutions. A solution is Pareto-
optimal if no other solution can improve one
objective  function without a simultaneous
deterioration of at least one of the other objectives
[24].

Def.1: (Multiobjective Optimization) A general
MOP includes a set of n parameters (decision
variables), a set of k objective functions, and a set
of m constraints. Objective functions and
constraints are functions of the decision variables.

The optimization goal is to

Maximize y=f(x)=(f,(x), f,(X),..., T, (X))
subject to  e(x) =(e,(x),e,(X),....e,, (x)) <0 @
where X=X, Xy, X,) € X

Y=(Y1: Yo Vi) €Y

and x is the decision vector, y is the objective
vector, X is denoted as the decision space, and Y is
called the objective space. The constraints

e(x) < 0 determine the set of feasible solutions.
Def.2: (Feasible Set) The feasible set X is

defined as the set of decision vectors x that satisfy
the constraints e(X) :
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X, ={xe X |e(x)<0} (2 to find the solution (or solutions) that gives the

The image of X, , i.e., the feasible region in the
objective space, is denoted

Y, = f(Xf):UXG X AF(X)}

Without loss of generality, a maximization
problem is assumed here. For minimization or
mixed maximization/minimization problems the
definitions presented in this section are similar.
Consider again the above example and assume that
the two objectives performance ( f1) and cheapness
(f2), the inverse of cost, are to be maximized under
size constraints (el). Then an optimal design might
be an architecture which achieves maximum
performance at minimal cost and does not violate
the size limitations. If such a solution exists, we
actually only have to solve a single objective
optimization problem (SOP). The optimal solution
for either objective is also the optimum for the
other objective. However, what makes MOPs
difficult is the common situation when the
individual optima corresponding to the distinct
objective functions are sufficiently different. Then,
the objectives are conflicting and cannot be
optimized simultaneously. Instead, a satisfactory
trade-off has to be found. In our example,

as

performance and cheapness are generally
competing: high-performance architectures
substantially  increase  cost, while  cheap

architectures usually provide low performance.
Depending on the market requirements, an
intermediate  solution (medium performance,
medium cost) might be an appropriate trade-off.
This discussion makes clear that a new notion of
optimality is required for MOPs [25].
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Figure 2: Illustrative example of Pareto optimality in
objective space (left) and the possible relations of
solutions in objective space (right).

In single-objective optimization, the feasible set is
completely (totally) ordered according to the

objective function f: for two solutions a; b € X
either f(a)> f(b)orf (b) > f(a).The goal is

4

maximum value of f. However, when several
objectives are involved, the situation changes: X,
is, in general, not totally ordered, but partially
ordered [26]. This is illustrated in Figure 2 on the
left. The solution represented by point B is better
than the solution represented by point C: it provides
higher performance at lower cost. It would be even
preferable if it would only improve one objective,
as is the case for C and D: despite equal cost, C
achieves better performance than D. In order to
express this situation mathematically, the relations
=,2,and > are extended to objective vectors by

analogy to the single-objective case.
Def. 3: (Pareto Dominance) For any two decision
vectors a and b,

a>b(a dominates b) iff f(a)> f(b)

a > b(a weakly dominates b)iff f(a)> f(b)
a~b(a is indifferent to b)

iff f(a)2 f(b)n f(b)2 f(a)

The definitions for a minimization problem
(=,<,~) are analogical.

2.3.1. Fonseca and Fleming’s Genetic Algorithm
Fonseca and Fleming proposed a Pareto-based
ranking procedure (here the acronym FFGA is
used) [26], where an individual’s rank equals the
number of solutions encoded in the population by

which its corresponding decision vector is
dominated. The fitness assignment procedure (For

each individual i € p, do F(i)= f,(m(i) ),
which slightly differs from Goldberg’s suggestion,
consists of three steps:

(Fitness Assignment in FFGA)
Input: P, (population)
O gare (NiChe radius)

Output: F  (fitness values)

Step 1: for each ie€P, calculate its rank:
ri)=1+{jljeP nj=i}.

Step 2: Sort population according to the ranking r.
Assign each ieP a raw fitness F'(i)by
interpolating from the best (r (i) =1) to the worst
individual (r (i) < N); in this work linear ranking

(Baker 1985) is used.
Step 3: Calculate fitness values F (i) by averaging
and sharing the raw fitness values F'(i) among
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individuals 1€ P, having identical ranks r (i)
(fitness sharing in objective space).

FFGA
12
4 1 =1+ number of superior solutions
—  ©
_.?
1
o]
ol
°
-
2
[
)
I T
- /]

Figure.3: Fonseca and Fleming’s Genetic Algorithm

Note that the symbol |. | used in Step 1 denotes the
number of elements in Z in conjunction with a
(multi) set Z.

In Figure 3, a hypothetical population and the
corresponding ranks of the individuals are shown.
The individuals whose associated solutions are
nondominated regarding m (P) have rank 1 while
the worst individual was assigned rank 10. Based
on the ranks, the mating pool is filled using
stochastic universal sampling (Baker 1987).

The basic concept has been extended meanwhile
by, e.g., adaptive fitness sharing and continuous
introduction of random immigrants [27]-[28],
which is, however, not regarded here.

2.4. Proposed Algorithm

In classical CPU scheduling algorithms, the only
parameter used for process scheduling is the CPU
burst time. In the proposed method for the process
scheduling the three parameters of CPU burst time,
I/0 Service time, And priority of processes are
used. In case only CPU burst time is taken into
account for scheduling the algorithm would not
notice the processes which need 1/0 and the system
may not have a proper behavior or vice versa.

Any process which enters the system is surveyed
from several points of view:

a) CPU burst time: Turnaround defines how long
they need CPU to complete the operation.
Prediction of this time is, however, difficult for the
operating system. In fact the operating system

makes a primary estimation and after running the
process corrects this Estimation (The estimated
value is updated). You may have noticed while
trying to copy a CD the windows operating system
firstly estimates a time value for the copying
process but it does not take that long and this
estimation is always longer than the real time. The
more the copying process continues, the more
accurate the estimation will be.

This value is in fact the next calculation burst. It is
usually predicted as exponential mean of the
lengths determined in previous bursts. Presuming
that the length of Next Bursts is similar to the
length of previous bursts it can be roughly
calculated from the length of previous bursts. To do
this the following formula is used:

T.,=a, +1-a)T, @

t = the length of n" real calculation burst

T,= The predicted value for the n™ calculation
burst.
T,., = The predicted value for the next burst

« = The relative weight of recent and previous date
of prediction.

If o =1/2 Recent and previous dates weigh
equally.

If a =1 The recent date is not included in the
calculation of the next burst time and only the
previous date is included.

T, value can be defined as a constant or total mean

of the system.

b) 1/0 service time: Any process might need to
receive new data from the input unit or produce
information results in the output unit while running.
At this time the process no longer needs the CPU
and if this process is the only process of the system
the CPU will be idle. This situation is not
considered appropriate by the system. The policy in
designing the operating systems is to keep the CPU
busy running a process and stop wasting its time.

It is easier to determine 1/O service time than CPU
burst time. Since the 1/O unit is slower than the
CPU it will therefore have a longer time. This time
is calculated from the following formula by default:

P =S, -T, -

S, = the total time of running the process from the

moment of arrival at the system to the moment it
exits the system.
2.4.1. Pareto-optimal front

In MOO problems there are always several
parameters for decision making and optimization
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which sometimes conflict. In the proposed method
for processes scheduling three parameters are used
which sometimes Conflict. These processes are
located in a three dimensional environment and
have special positions according to their values.
Those processes are selected from among processes
which are not dominated by other processes [29]
and these are the acceptable answers. Again, a
process which is called the preferred answer is
selected from among these processes according to
the criteria and it is deleted from the set. Finally the
priority of the process is also included so that the
processes which are not dominated by any process
are selected and placed in Pareto front.

2.4.2. Algorithm

The fitness processes and determination of Pareto
front have been evaluated so far. The proposed
algorithm will be described as follows.

(ACSFFGA)

1) Label 2: Input: P, . pareto=null

2) Output:

pep, and p=max(p, P, P,)

3) For Each p; € p,, Calculate

rank :r(i) =1+[{j|j € p, & j > i
4) Sort r (i);

5) Select r(i) =1&insert

6) Labell: If CPU =0 then select
max(x € p, & p; € pareto)
7) If CPU =1 then select
max(y € p; & p, € pareto)

p, — pareto

8) Run p;;

9) If p; not completed run then
10) Remove p; € pareto
11) Update p,(X,y)

12) Insert P € P,

13) Else

14) Remove p,; € pareto
15) If Pareto! = null then

16) Next p;

17) go to labell;

18) Else

19) Foreach p, € p, | p;(priority) +1

20) Go to label 2
1) In the first step the program input is determined

which is the P, of the set of processes.

2) The program output which is the best process. It
is the best process in Pareto front of the operating
system and should control the CPU.

Tip: (Elitism which is put forward in MOO in this
algorithm indicates in each application of the
algorithm the elite process is found and deleted
from the population.)

3) We score each process using FFGA algorithm
(by the use of the dominate concept) and in fact the
rank function determines the best processes which
have the highest priority.

4) After determination of the fitness of each
process, these processes are sorted (in ascending
order).

5) The Pareto set is selected from among the
processes with the lowest amount of rank (i)
function (rank (i) =1).

6) If the CPU is free choose a process which has the
shortest time needed for running.

7) If the CPU is busy running another process,
choose a process which has the shortest time
needed to communicate to the 1/O unit so that 1/0
finishes its task while this process is running the
CPU unit tasks.

8) In each case run the chosen process.

9) If running the process is not finished

10) Delete the chosen process from the Pareto set
11) Then reset the values for x, y (CPU burst time,
I/0 service time). In such cases the CPU burst time
is less than before.

12) add the Deleted process from the Pareto front to

the main set of P, so that in the next generation

the algorithm is applied to it again.

13, 14) However, if running the process is
completed then the process is deleted from the
Pareto front.

15, 16 and 17) if the Pareto front still has a process
repeat the algorithm on the next process and go to
step six.

18, 19) If the Pareto front has no process, increase
the priority of all processes so that processes with
lower priority would not face starvation. After a
while when their aging is increased they will have
higher priorities and will be included in the Pareto
front. In fact the waiting time for processes is an
auxiliary lever for selection.

20) Repeat the algorithm.

2.4.3. Specific conditions
We will face different conditions in the problem
while running this algorithm which should be
predicted in program. These conditions are
described as follows:
2.4.3.1. Processes having requirements with the same
angle coefficient
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When the processes requirements coincide with
the x=y axis, determination of the best process is
very important for controlling system resources.
According to a general rule, a process is appropriate
which has shorter requirements. In classic cases this
requirement is the only CPU burst time, however,
in this algorithm both CPU and 1/O unit times are
taken into account.

A process is selected which is not dominated by
any other process. However, in cases where
processes' requirements have the same angle
coefficient only one process is always selected
since certainly a process is selected which has both
smaller parameters.
2.4.3.2. Processes with the same priority in CPU burst

time

We face a new state of processes now. This state
happens when ready queuing processes all have the
same requirements to CPU burst time. The General
(Classic) algorithm selects the process which has a
longer waiting time, but the proposed algorithm
first puts all the processes in the Pareto front. Then
it selects a process depending on the situation of the
I/0 whether it has a heavy traffic load or not
(through adaptation). If the 1/O unit has a heavy
traffic load, a process with a short 1/0O time is
selected; otherwise, a process with a high 1/0O unit
demand will be selected.

* In fact the situation of 1/O unit as well as the
priority determines the selection method.

2.4.3.3. Processes with the same requirement for the
1/0 unit

This algorithm may apparently act the same as the
classic algorithm here, while in fact it is not so. In
classic algorithms a process with fewer
requirements for CPU is selected in this case
without regarding the correct system computational
volume. If the system has a small computational
load then it can easily perform a process with high
computational volume in a short period of time.
Bear in mind that the CPU performance rate is
several million instructions per second, and its
performance structure is different from that of 1/0
unit. When a system is busy with a high
computational load, however, the best choice is to
select a process with a short CPU burst time.
2.4.3.4. Processes with symmetric requirements

Presume four processes with  symmetric
requirements are located at the four corners of a
square. If we want to act according to the classic
pattern, the process at the top right corner is
immediately selected while the process at the top
left corner has the same need to CPU. In the
algorithm with MOO technology both parameters
are taken into account and the processes which are

subordinate to rank (p) =1 is placed in the Pareto

front. The preferable process is selected depending

on the situation of CPU, and 1/O unit.

2.4.3.5. Using clustery in determination of Pareto
front

We sometimes face different behaviors of
processes. One of these behaviors is the appearance
of two different types of behavior; i.e. some
processes have the same CPU burst time, and some
have the same 1/O unit service time. Classical
algorithms select a process with the shortest CPU
burst time which will have a very weak
performance here. The proposed algorithm in this
case selects a process considering the two resources
of CPU, and I/O unit, as well as priority. It should
be noted that in such cases all processes are
included in Pareto front, and all processes have the
chance of being selected.

After selection of the front and determination of
the system conditions a dominant process will be
selected. In the world of genetics, elitism we
always hope that elite people survive during genetic
mutations and don't perish, but in this system
dominant processes leave the system soon. The
system aims at deleting these processes and run
them as soon as possible.

3. DATA

In this study 50 processes with the characteristics
presented in Table (1) have been used. Each
process has three parameters defined as follows
[30]:

Initial burst time: this is the amount of CPU time
the process will require. In real life this is not really
known, but can be predicted with some degree of
accuracy.

Delay (1/0): the time separating the arrival of
processes. The amount of time after the (n-1)th
process arrives that this process arrives.

Priority: For prioritized algorithms this is the
relative weight of this process. The range is from 0
- 9 where 9 is the lowest priority and 0 is the
highest.
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Table.1 Data set
P, | P3 | Py | Ps | Pg | P; | Pg | Py | Pyg | Py | P12 | P3| Piy | Pis | Py | Pur
Burst 7 24 37 13 3 56 25 20 15 17 29 6 14 26 48 8 28
B0 7 70 95 25 45 55 93 10 45 60 15 70 20 40 25 15 20
Priority 4 8 3 0 6 1 1 2 5 7 0 1 0 9 2 2
P | Pag | Ppy | Pop | Pog | Poy | Pos | Pog | Pog | Pog | Pog | Pyp | Py | Paz | Pag | Py
3urst 33 96 28 63 37 99 22 13 23 56 30 7 99 29 32 4
/'O 50 85 75 30 0 5 40 70 55 Rk 25 10 10 45 35 20
Priority 9 0 0 4 2 8 7 3 8 4 6 1 77 6 2 2
Py | Pyy | Pag | Pao | Pyo | Pyy | Puo | Pys | Pyy | Pys | Pys | Par | Pyg | Pyo | Py
Burst 19 44 36 39 21 41 15 36 38 12 4 37 34 17
'O 10 70 65 15 30 5 15 15 25 95 65 10 5 55 10
Priority 3 2 1 8 0 6 7 1 0 0 9 5 7 3
Table.2 First-Come, First-Served (FCFS)
# Py P P Py Ps Ps P P B Py Pu Py Pi; Py Pys Py Py
Start 70 140 235 272 305 360 455 480 510 570 587 655 675 715 741 789 797
Finish 76 163 271 284 307 415 a79 499 524 586 615 660 6HHE 740 TRE 7496 B24
Wait 0 0 0 12 0 0 0 15 0 0 2 0 0 0 1 34 22
Response 0 0 0 12 0 0 0 15 0 0 2 0 0 0 1 34 22
Turnaround | 7 24 37 25 3 56 25 35 15 17 31 6 14 26 49 42 S0
# Pls Plﬂ PZO Pll PZZ PB P14 P25 Plﬁ P27 PH PIB P30 Pﬂ P32 PH PJ(
Start 825 884 425 1021 | 1050 | 1115 | 1152 | 1251 | 1273 | 1286 | 1308 | 1365 | 1385 | 1402 | 1501 | 1530 | 1562
Finish 833 916 1020 | 1043 | 1114 | 1151 1250 | 1272 | 1285 | 1308 | 1384 [ 13%4 | 1401 | 1500 | 152% | 1561 1565
‘Wait 39 44 ] 21 ] 69 97 165 108 5133 34 69 89 32 136 130 142
Response 35 44 0 21 0 65 97 165 108 66 34 65 85 32 136 130 142
Turnaround | %4 77 86 49 63 102 186 178 121 89 0 95 82 181 165 162 146
# Bss P3g Py Py Pi Py Py Py Py Py Pis Py Py Py Py Psy
Start 1566 1587 1606 1655 1691 1700 1739 1760 1801 1816 1855 1520 1932 1936 1990 | 2024
Finish 1586 | 1605 | 1645 | 16%0 | 1659 | 1738 | 1759 | 1800 [ 1815 | 1851 | 1892 | 1931 | 1935 | 1372 | 2023 | 2040
Wait 56 67 16 0 21 0 34 40 66 56 0 0 2 1 0 24
Response 56 67 16 ] 21 ] 34 40 66 56 ] ] 2 1 0 24
Turnaround | 77 86 60 36 30 39 55 81 31 G2 38 12 6 38 34 41
Table.3 Priority Weighted (Non-Preemptive)
# P, P, P Py P Py P P By Py Py Py Py Py Pis Pig Py
Start 70 140 235 272 305 360 455 420 510 570 587 655 675 715 741 784 B96
Finish 76 163 271 284 307 415 479 499 524 586 615 660 658 740 788 796 883
Wait 0 0 0 12 0 0 0 15 0 0 2 ] ] ] 1 34 81
Response 0 0 0 12 0 0 0 15 0 0 2 0 0 0 1 34 81
Turnaround | 7 24 37 25 3 56 25 35 15 17 31 6 14 26 44 42 109
# PlB PU PZII Pll PZZ PZS PZI P25 PIG P27 P28 P19 P:W Pﬂ Pﬂ Pﬂ PS‘
Start 787 884 G825 1021 | 1087 | 1050 | 1187 | 1152 | 1174 | 1583 | 1286 | 1345 | 1342 | 1444 | 137% | 1408 1440
Finish 855 816 1020 | 1048 | 1151 | 1086 | 1285 | 1173 | 1186 | 1605 | 1341 1378 | 1348 | 1542 | 1407 | 143% 1443
Wait 7 44 0 21 37 0 132 57 ] 363 11 44 32 124 14 3 20
Response 7 44 0 21 37 0 132 57 g 363 11 44 32 124 14 3 20
Turnaround 66 i 96 49 102 37 231 79 22 386 67 79 39 223 43 40 24
# Pys Py Py Py Py Py Pa Py Py Py Pys Py Py Py Py Ps
Start 1543 | 1564 | 1606 | 1655 | 1681 | 1700 | 1738 | 17% | 1837 | 1760 | 1855 | 1920 | 1932 | 1936 | 1880 | 2024
Finish 1563 | 1582 | 1649 | 1650 | 1696 | 1738 | 1755 | 1836 | 1851 | 1795 | 1892 | 1831 | 1835 | 1872 | 2023 | 2040
Wait 33 44 16 ] 21 ] 34 ) 102 ] ] 0 2 1 0 24
Response 33 44 16 0 21 0 34 76 102 0 0 0 2 1 0 24
Turnaround 54 63 60 36 30 39 95 117 117 36 32 12 ] 38 34 a1
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4. EXPERIMENTAL RESULTS

The proposed method has been tested using the
data from Table (1). Start, finish, wait, response
and turnaround parameters have been reviewed.
The proposed method was compared with 7
classical scheduling algorithms. These algorithms
are as follows:

4.1. First-Come, First-Served (FCFS)

This algorithm selects the simplest method for
CPU scheduling. A process which enters the queue
earlier will control the CPU earlier. This method is
non-preemptive. This method usually has a long
waiting time on average. Table (2) shows the
results of this algorithm.

In the FCFS algorithm the waiting time and
response time are the same. As it could be seen in
Table (2), the waiting time is usually long and
fairness is not observed among the processes. For

example, P,, process which only needs the CPU
for 4 seconds that should wait for 142 seconds.

4.2. Priority Weighted (PRI) (Preemptive, Non-

preemptive)

The priority scheduling algorithm selects its next
job based on the importance of the process. The job
that has the highest priority (0 high: 9 low) is run
first. If preemption is enabled the new jobs with a
higher priority will interrupt the currently executing
job. Without preemption the highest priority job is
chosen after the active process finishes execution.

The PRI method makes decisions regarding the
priority of the processes. Determination of the
processes priority rests on the operating system.
When a process enters the ready processes queue,
its priority is determined and will not change to the
end. This could be a weak point for this method.

One of the problems of preemptive CPU
scheduling algorithms is the period of time a
scheduler should switch between the processes.
This causes an overhead to be applied to the CPU
and System performance is decreased. After
reviewing the results of Tables (3) and (4) it could
clearly be seen that in PRI (non-preemptive)
method the average waiting time and the average
Turnaround time are less than those of PRI
(preemptive) method. The non-preemption of the

CPU has also some advantages including the ability
to reduce the response time for the processes which
can be viewed in the results of tables (3) and (4).
The PRI method can generally be a fair and good
method.

4.3. Round Robin (RR) (Prioritized, Equal time)

The Round Robin scheduling algorithm allocates a
time slice to each running process. This is called
the quantum and it represents the number of CPU
cycles a process gets before the scheduler searches
for a new job to run. Jobs receive their quantum of
CPU time in FCFS order. With priority scheduling
enabled the quantum is multiplied by the magnitude
of a processes priority. Thus more important jobs
get more CPU time.

The RR method has some advantages including
the average short response time of the processes
since this method switches between the processes
using the time slices. But the RR method applies an
extra overhead to the CPU due to these multiple
switches and causes an increase in the average
Turnaround time. Whit attention to table(5) and
table(6), the performance of RR algorithm with
identical time slices is better than the RR method
with Prioritized.

4.4. Shortest Job First (SJF) (Preemptive, Non-
preemptive)

The SJF algorithm chooses the shortest job.
Without preemption jobs run to completion before a
new job is selected. If preemption is enabled then
the instant a job arrives that is shorter than the one
being run the CPU switches to the new shorter job.
The processing can be interrupted to run newly
arrived shorter jobs.

This method only pay attention to the CPU burst
time and this filed is checked. This algorithm is
presented in two states of non-preemptive and
preemptive. Regarding the Tables (7) and (8) the
performance of preemptive method is preferable.
The SJF method has shown a better performance
compared to previous methods, and it could be
concluded that the processes which have a shorter
CPU burst time would run earlier.
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Table.4 Priority Weighted (Preemptive)

# B P Py Py Ps P Py Py Py Pro Pu Pz 5 Py Pis Pig 54
Start 70 140 235 260 305 360 455 480 510 570 587 655 675 715 741 755 75
Finish 76 163 284 272 307 415 478 499 524 586 615 660 688 740 883 762 361
Wait 0 0 13 0 0 0 0 15 0 0 2 0 0 0 96 0 59
Response 0 0 0 0 0 0 0 15 0 0 2 0 0 0 1 0 0
Turnaround | 7 24 50 13 3 56 25 35 15 17 31 & 14 26 144 g 7

# Py Pio Py Pn Pn P Pay Pos P Py Py Pr Pa Pn Py Py Py
Start 790 884 925 1021 1087 | 1050 | 1187 | 1152 | 1165 | 1583 | 1275 | 1338 | 1310 | 1397 | 1368 | 1400 | 1432
Finish 848 916 1020 | 1048 | 1151 | 1086 | 1582 | 1186 | 1177 | 1649 | 1337 | 1367 | 1316 | 1571 | 1386 | 1431 1435
Whait 0 44 0 21 37 0 428 70 0 407 7 32 0 153 3 0 12
Response 0 44 0 21 37 0 132 57 0 363 0 38 0 7 3 0 12
Turnaround | 5% 7 96 49 102 37 528 92 13 430 63 68 7 252 32 32 16

# Pss P Py Py Py Pu Pa Py Py Pu Pus Pus Py Pus Py P

Start 1510 | 1531 | 1580 | 1655 | 1681 | 1700 | 1705 | 1726 | 1803 | 1760 | 1855 | 1820 | 1832 [ 1935 | 1890 | 2000

Finish 1530 | 1545 | 1633 | 1650 | 1655 | 1851 | 1725 | 1802 | 1817 | 1785 | 1882 | 1931 | 1872 | 1971 | 2040 | 2016

Wait 0 11 0 0 21 113 0 42 68 0 0 0 39 0 17 0

Response 0 11 0 0 21 0 0 & 68 0 0 0 2 0 0 0
Turnaround | 21 30 44 36 30 152 21 83 33 36 32 12 43 37 51 17

Table .5 Round Robin (Equal time)

# B Py Py Py Ps P b5 Py i3] Py Pu Py Py Py Pis P Pis
Start 70 140 235 265 305 360 455 463 510 570 587 655 675 715 741 761 719
Finish 76 163 281 284 307 415 499 494 524 586 615 660 638 740 326 768 834
TWalt 0 0 10 12 0 0 20 10 0 0 2 0 0 0 39 6 32
Response 0 0 0 5 0 0 0 0 0 0 2 0 0 0 1 6 4
Turnaround | 7 24 47 25 3 56 45 30 15 17 31 6 14 26 87 14 &0

# Py Pu Py Pa Py Py P Py Py Pir Py Py Py P Py Py Py
Start 809 345 925 1005 | 1050 | 1060 | 1070 | 1110 | 1209 | 1257 | 1287 | 1320 | 1330 | 1366 | 1376 | 1426 | 1436
Finish 916 907 1040 | 1048 | 1246 | 1176 | 1345 | 1186 | 1241 1308 | 1474 | 1405 | 1336 | 1615 | 1468 | 1546 | 1438
Wait 63 35 20 21 132 80 192 72 &4 &7 144 76 20 157 75 115 16
Response 19 5 0 5 0 10 15 15 44 37 12 20 20 46 11 26 16
Turnaround | 127 63 116 49 197 127 291 94 77 90 200 106 27 296 104 147 20

# Py Py Py Py Py Py Pa Pe Py Pu Pus Py Py Py Pu Pa

Start 1515 | 1525 | 1597 | 1655 | 1675 | 1700 | 1710 | 1720 | 1760 | 1770 | 1855 | 1920 | 1930 | 1836 | 19%0 | 2000

Finish 1576 | 1565 | 164% | 1699 | 1683 | 1814 | 1780 | 1835 | 1805 | 1851 | 1882 | 1935 | 1933 | 1872 | 2040 | 2026

Wait 46 27 16 E 5 76 65 75 56 56 0 4 0 1 17 10

Response 5 5 7 0 5 0 5 0 25 10 0 0 0 1 0 0

Turnarcund | 67 46 60 45 14 115 86 116 7 92 38 16 4 38 51 27

Table.6 Round Robin (Prioritized)

# 154 Py Py P, Ps P Py Py Py P Pu Pu Pis Py Pis Pue Py
Start 70 140 233 272 303 360 455 465 510 570 587 635 6§75 715 741 789 797
Finish 76 163 271 284 307 415 498 494 524 586 615 660 688 740 788 796 883
Wit 0 0 0 12 0 0 20 10 0 0 2 0 0 0 1 34 81
Response 0 0 0 12 0 0 0 0 0 0 2 0 0 0 1 34 22
Turnarcund | 7 24 37 25 3 56 45 30 15 17 31 6 14 26 49 42 108
# Py P Px Pa Py Py Pu Pas Py Py P P Py Pn Py Py Py
Start 817 884 925 1021 ) 1050 | 1050 | 1110 | 1180 | 1273 | 1286 | 1309 | 1345 | 1379 | 1386 | 1456 | 1485 | 1505
Finish 875 916 1020 | 1048 | 1236 | 1253 | 1272 | 1211 | 1285 | 1308 | 1524 | 1378 | 1385 | 1553 | 1484 | 1565 | 1508
Wt 27 44 0 21 122 167 119 85 108 66 194 49 69 135 91 134 83
Response 27 44 0 21 0 40 55 95 108 66 24 49 £9 66 91 85 85

Turnaround | 86 7 9 4% 187 204 218 117 121 89 250 79 76 234 120 166 89

# Py Py Py Py Py Py Py Py Py Py Py Py Py Py Py Py
Staﬁl 1566 | 1586 | 1606 | 1655 | 1675 | 1700 | 173% | 1760 | 1801 | 1816 | 1855 | 1920 | 1832 | 1836 | 19%0 | 2024
Fimsh 1605 | 1604 1649 | 1699 | 16383 | 1738 1759 1300 | 1815 1851 1882 1931 1935 1972 | 2023 | 2040
Wait 15 66 16 g 5 0 34 40 66 56 ] 0 2 1 0 24
Response 56 66 16 0 5 0 34 40 66 56 0 0 2 1 0 24
Turnaround | 96 a5 60 45 14 39 55 81 81 92 38 12 6 38 34 41
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This method only pay attention to the CPU burst
time and this filed is checked. This algorithm is
presented in two states of non-preemptive and
preemptive. Regarding the Tables (7) and (8) the
performance of preemptive method is preferable.
The SJF method has shown a better performance
compared to previous methods, and it could be
concluded that the processes which have a shorter
CPU burst time would run earlier.

4.5. Proposed algorithm

In the proposed method the three parallel
parameters of (CPU, and I/O service time, and
priority) are taken into account. And using the
FFGA multiobjective optimization method the
processes are selected after determination of fitness.

While running the proposed algorithm we
encounter certain conditions which show its
performance well. Some of these conditions are
described as follows:

a: Pjprocess arrives at the system at the moment
235, and since there is no process it begins to run.
After 25 seconds the process P, arrives at the
system and there is a competition between the two
processes. The proposed algorithm reviews the two
processes. Since P, has the (burst=13) and the
priority of 3, and P3 has (burst=12 (remaining) and
priority of 8) the proposed algorithm selects the P,
as the winner and retrieves the CPU from P3; and
passes it to P, to get control of the CPU. P4 will
have the waiting and response time of zero. After
running of P, is completed, the CPU is passed to P3
again so that its execution is completed.

b: P, arrives at the system at the moment 453 and

controls CPU, but at the moment 465 Pg process
arrives at the system. Both processes have the same

priority. The remaining execution of P, is only 15
seconds, while for P, burst=20, therefore, the
algorithm continues to run P-.

c: P, process arrives at the system at the moment
510 and starts running, but at the moment 585 the
P, process arrives at the system. This process has
the priority of 7 and burst=21 while P, process
has the priority of 5 and burst=2(remaining). The

11

algorithm keeps the P, in waiting state so that
running of P, completes.

d: B, process starts running at the moment 715 to
740 when P process arrives at the system. Py5 has

the priority of 9 and burst=48 while P, has the
priority of zero and burst=1. The scheduling
algorithm continues running B, process until it
completes.

e: P process starts running at the moment 741,

but at the moment 756 the P process arrives at
the system. This process has the priority of 2 and
burst=2, while P, has the priority of 9 and
burst=33(remaining). The proposed algorithm stops
running P and passes the CPU to P, . Running of

Pe completes at the moment 762. The system

resumes running Pls, but at the moment 775 P,
process arrives at the system. This process has the
priority of 2 and burst=28, while P, has the
priority of 9 and burst=20 (remaining). The
proposed algorithm stops running P,. and passes

the CPU to P, . At the moment 790 the P process
arrives at the system. Now the algorithm can select
three processes P;, Py and P,. where regarding

the parameters of the processes the P, process

continues running to be completed. Running of P,
completes at the moment 802. Now there are two
processes of P, and P available in the system.
Regarding the passage of time, the proposed
algorithm increases the priority of the P process

and P starts running until the moment 822.

f: P,, process arrives at the system at the moment
925 and starts running, but at the moment 1000 the
P,; process arrives at the system. The P,; process
has the priority of zero and its burst=28, and the
P, process has the priority of zero and its
burst=21. The proposed algorithm continues
running P, .
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Table.7 Shortest job first

# 151 P B Py Ps Py B P B Py Pu P Pi; Pu Pis Pis P
Start 70 | 140 | 235 | 272 | 305 | 360 | 455 | 4a0 | 510 | 570 | 587 | 655 | 675 | 715 | 741 | 789 | 797
Finish 76 | 163 | 271 | 234 | 307 | 415 | 479 | 499 | 524 | 586 | 615 | 660 | 688 | 740 | 78 | 796 | 5ed
Wat 0 0 0 Z |0 0 0 5 |0 0 z 0 0 0 1 34 | o2
Response | 0 0 0 Z |0 0 0 5 |0 0 z 0 0 0 1 34 | o2
Tumaround | 7 FIEFE 6 |2 |3 |15 |17 |31 |8 4 |26 |4 |42 |50
# P18 PIQ Plﬂ Pll PH PIS PIJ PIS Plﬂ PIT PIS PN P3ll P]l P31 P]] PJl
Start 825 | Bed | 925 | 1021 | 1087 | 1050 | 1187 | 1152 | 1174 | 1286 | 1346 | 1309 | 1339 | 1467 | 1402 | 1435 | 1431
Finish 333 | 916 | 1030 | 1048 | 1151 | 1086 | 1285 | 1173 | 1186 | 1308 | 1401 | 1338 | 1345 | 1565 | 1430 | 1466 | 1434
Wait 3 |4 |0 FEE 132 | 51 |9 66 | 71 |9 | 147 |3 |3 |1
Response | 35 | 44 | 0 FEE 132 | 51 |9 66 | 71 |9 | 147 |3 |3 |1
Tumaround | 94 | 77 | 96 | 45 | 102 | 37 | 231 | 79 | 22 | 88 | 127 | 33 | 36 | 246 |66 | & | 15
# Pss P Py Py Py Py Pa Py Py Pu Pyis Py Py Py Py Ps

Start 1585 | 1566 | 1606 | 1655 | 1691 | 1700 | 1754 | 1811 | 1739 | 1775 | 1855 | 1920 | 1932 | 1936 | 1990 | 2024

Finish 1605 | 1584 | 1645 | 1690 | 1699 | 1738 | 1774 | 1851 | 1753 | Ial0 | 1soz | 1931 | 1935 | 1972 | 2023 | 2040

Wat 75 |46 |16 [0 AR 49 |91 | 4 5 |0 0 z 1 0 24

Response | 75 | 46 | 16 | 0 AR 49 |91 | 4 5 |0 0 z 1 0 24
Tumaround | 96 | 65 | 60 | 36 | 30 | 39 | 70 | 13z | 119 | 51 | 38 | 12 | 6 3 | 2 | 41

Table 8 Shortest job first (preemptive)

# 151 B Py B, B B b5 By B Py Py P Py Py Py Py P
Start 70 | 140 | 235 | 272 | 305 | 360 | 455 | 480 | 510 | 500 | 587 | 655 | 675 | 715 | 741 | 755 | 797
Finish 76 | 163 | 271 | 284 | 307 | 415 | 479 | 499 | 504 | 586 | 615 | 660 | 6Be | 740 | 796 | 762 | med
Wat 0 0 0 Z |0 0 0 5 |0 0 2 0 0 0 5 0 A
Response | 0 0 0 12 |0 0 0 15 |0 0 2 0 0 0 1 0 2
Tumaround | 7 M |31 |2 |3 6 |25 |3 |15 |17 |31 s 4 |2 |5 |8 50

# Py Py Py Py Py Py Py Py Py Py Py Py Py Py Py Py Py
Start 25 | ®40 | 925 | 1021 | 1087 | 1050 | 1187 | 1095 | 1174 | 1220 | 1346 | 1309 | 1310 | 1467 | 1365 | 1435 | 1420
Finish 516 | 872 | 1020 | 1043 | 1173 | 1086 | 1308 | 1116 | 1186 | le42 | 1434 | 1345 | 1316 | 1605 | 1393 | 1466 | 1423
Wat T 0 AR 15 |0 g 0 104 |16 |0 EIE 3 |0
Response | 35 | O 0 i | 37 |0 132 | 0 9 0 TRE 0 147 |0 3B |0
Tumarcund | 127 | 33 | 96 | 49 | 124 | 37 | 254 | 22 |22 |23 | 160 | 46 | 7 286 |29 | 67 | 4
# Py Py Py Py Py Py Py Py Py Py Py Py Py Py Py Py

Start 1510 | 1531 | 1606 | 1655 | 1670 | 1700 | 1705 | 1811 | 1735 | 1775 | 1855 | 1920 | 1932 | 1936 | 1950 | 2000
Finish 1530 | 1549 | 1649 | 1699 | 1678 | 1774 | 1725 | 1851 | 1749 | 1810 | 1892 | 1931 | 1935 | 1572 | 2040 | 2016
Wat 0 11 [ 16 |9 0 % |0 51 |0 I 0 2 1 7 |0
Response | 0 11 _[16 [0 0 0 0 51 |0 5 |0 0 2 1 0 0
Tumaround | 21 | 30 | 60 | 45 | © 75 | 21 | 132 | 15 | 51 | 3 | 12 |6 R
Table.9 proposed method results

# 151 P, B Py Ps Ps P B B Py Py Py Py Py Pis Py Pir
Sant 70 | 140 | 235 | 260 | 305 | 360 | 455 | 480 | 510 | 570 | 587 | 655 | 675 | 715 | 4L | 755 | 75
Finish 76 | 163 | 285 | 273 | 307 | 415 | 473 | 495 | 524 | 586 | 615 | 660 | 688 | 740 | 82 | 762 | 802
Wait 0 0 0 0 0 0 0 15 [0 0 z 0 0 0 i |0 0
Response | O 0 0 0 0 0 0 15 |0 0 2 0 0 0 1 0 0
Turmaround | 7 2 |50 |13 |3 6 |25 |3 |15 |17 |31 |6 14 |26 |8 |8 28

# Pig Pu Py Py Py Py Py Pis Pre Py P Py Py Py Py Py Py
Start 522 | 40 | 525 | 1021 | 1087 | 1050 | 1187 | 1095 | 1174 | 1220 | 1346 | 1309 | 1310 | 1367 | 1365 | 1435 | 1420
Finish 913 | &72 | 1020 | 1048 | 1152 | 1086 | 1308 | 1116 | 1186 | 1242 | 1434 | 1355 | 1316 | 1476 | 1448 | 1466 | 1423
Wait FRIE 0 21 |3 |0 9 |0 5 0 0 3 |0 0 4 |0 0
Response | 32 | O 0 21 |3 |0 9 |0 5 0 0 3|0 0 54 |0 0
Tumaround | 91 | 42 | 96 | 49 | 101 | 37 | 196 | 22 | 22 | 23 | 56 |46 |7 EENERE

# Py Py Py Py Py Py Pa Pu Py Py Py Py Py Py Py Py

Start 1510 | 1531 | 1606 | 1655 | 1670 | 1700 | 1705 | 1811 | 1735 | 1775 | 1855 | 1520 | 1932 | 1936 | 1990 | 2000

Finish 1530 | 1549 | 1649 | 1691 | 1678 | 1760 | 1725 | 1851 | 1749 | 1811 | 1892 | 1931 | 1935 | 1972 | 2040 | 2016

Wt 0 11 |0 5 0 30 |0 60 | D 0 0 0 2 1 7|0

Response | U T 0 0 0 0 60 | 0 0 0 0 z 1 0 0

Tumaround | 21 | 30 | 44 | 36 | § 8 | 21 |10z | 15 |3 |3 |12 |6 38 | 51 17
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Table10 comparing the performances of 7 scheduling algorithms with that of the suggested algorithm

FCFS Priority (non-preemptive) Priority (preemptive)

# Wait | Responge | Turnaround | Wait | Response | Turnaround | Wait | Responge | Turnaround
Min 0 o 3 0 o 3 0 o 3
Mean 34.7 347 65.32 28.52 28.52 5914 34.34 182 64.96
Max 158 156 156 383 363 386 429 363 523
Std.DEV | 4357 43.67 49.75 58.02 58.02 63.74 856 55.81 96,33

Round Robin (equal time) Round Robin (prioritized) Shortest Job First

# Wait | Responge | Turnaround | Wait | Response | Turnaround | Wait | Responge | Turnaround
Min 0 o] 3 0 o] 3 0 o] 3
Mean 39.96 T7.64 7058 41.6 27.44 7222 234 234 54.02
Max 197 46 296 154 108 250 147 147 246
Std.DEV 48.8 11.44 65.81 5042 32.24 61.46 33.49 3342 48.95

# Shortest Job First ACSFFGA

(preemptive)
Wait | Response | Tumaround | Wait | Response | Turnaround

Min 0 o 3 0 o 3
Mean 1824 | 13.68 48.36 928 7.62 39.76
Max 187 147 286 97 o7 196
StdDEV | 3908 | 3159 57.55 4021 | 34.57 51.73

G: The P,, process arrives at the system at the
moment 1050 and immediately the P,, process

also arrives. The P,, process has the priority of 4

and its burst=65, and the P,; process has the
priority of 2 and its burst=37. The proposed
algorithm runs the P,; process, but at the moment

1055 the P,, process also arrives at the system.
Regarding the characteristics of the P,, process,
the proposed algorithm continues running P,; and
completes it. Now, it runs the P,, process from

among the two remaining processes ( Py, , P,, ).

According to the Table 9, the proposed algorithm
has the best results. The average waiting time for
50 processes is 9.28, the average response time is
7.62, and the average Turnaround time is 39.76.
From the 7 scheduling algorithms, the best method
is SJF (preemptive) method. The average waiting
time for 50 processes is 18.24, the average response
time is 13.68, and the average Turnaround time is
48.86. The SJF and Priority (non-preemptive)
methods come in second and third, respectively.

5. CONCLUSION

One of the main parts of any operating system is
the scheduler. The schedulers try to improve the

13

performance of the system by allocation of the
resources to processes. Many CPU scheduling
algorithms have been presented having advantages
and disadvantages each. In this paper a hew CPU
scheduling algorithm is presented. This algorithm
schedules the running of processes according to the
three parameters of CPU burst time, 1/O service
time, and priority of processes). To this end, the
FFGA multiobjective optimization algorithm is
used. The proposed algorithm selects and runs the
desired processes through adaptation. In this
algorithm, the priority of processes increases with
time, and no process encounters starvation. A
comparison of the proposed algorithm with the 7
other methods showed that the average waiting time
and average response time are decreased. The
average turnaround time is also improved. One of
the most important positive points of this method is
that there is fairness among processes. Using other
methods of artificial intelligence such as Fuzzy
Logic, Neural Network, and Swarm Intelligence
will be covered by the authors in the future. We
hope to improve the performance of the operating
systems and use the maximum potential of
processors by using more advanced scheduling
algorithms.
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