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ABSTRACT

K-nearest neighbor (k-NN) classification is oneled most fundamental classification methods andilsho
be one of the first choices for a classificationdst when there is little or no prior knowledge abthe
distribution of the data. In addition, nearest heigr analysis is a method for classifying casedam
their similarity to other cases. In this paper gdtfNN method some factors that affect on custaimest in
online transactions, were classified. Raw dataagathfrom customers when they were buying as custom
in B2C websites. One questionnaire was developelddata was gathered from online customers. After
organizing data, k-NN method was applied and ddsiesults were obtained. Results showed that ictwhi
positions customer can trust to B2C websites andhwfactors are more significant. Accordingly, hist
paper k-NN enable us to predict role of factorgrast level in five levels.

Keywords: K-NN, Trust, B2C, Security, Customer.

1. INTRODUCTION Two distance functions are discussed in this
summary:
The K-nearest neighbor (k-NN) method for N
classification is one of the most straightforward —
o - ; X, Y) = X =Y, 1
approaches to classifying objects which aredA( ) Zzlll Y @)

represented as points defined in some feature space lid dist o
Despite the simplicity of KNN the performance it uclidean distance measuring:
achieves on a number of pattern recognition taska N 2 2
E(X, y) :Z|Xi —Yi | (2)
i=1

indicates that it remains competitive as a
classification method [1] [10] [11] [12] [13] [15].

) _ Because the distance between two scenarios is

The k-nearest neighbor (k-NN) method is gyenendant of the intervals, it is recommended that

common hot deck method, in which k donors arg.q,iting distances be scaled such that the

selected from the neighbors (i.e., the complelg;metic mean across the dataset is 0 and the

cases) such that they minimize some similarityiangard deviation 1. This can be accomplished by

measure [2]_. In the k—NN method, missing values IReplacing the scalars x, y with X', y' accordinghte
a case are imputed using values calculated from t'ﬂﬂlowing unction:

k nearest neighbors, hence the name. The nearest,

most similar, neighbors are found by minimizing -

distance function, usually the Euclidean distance,, X—X

defined as [3]: X=—- 3)

Distance between two scenarios can be computed J(X)

using some distance function d(x,y) , where X,y

are scenarios composed of N features, such thatVhere x is the unscaled valuex is the
X={X 1, X2 XNBY=LY 1Y20e oo YN B arithmetic mean of feature x across the data set (s

s
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Equation 4),0(X) s its standard deviation (see In machine learning, it was developed as a way
] . . to recognize patterns of data without requiring an
Equation 5), andX is the resulting scaled value. gxact match to any stored patterns, or cases. @imil

The arithmetic mean is defined as: cases are near each other and dissimilar cases are
- 1w distant from each other. Thus, the distance between
X = _Z X; (4) two cases is a measure of their dissimilarity.
N = Cases that are near each other are said to be
Also the standard deviation can be computed ‘agighbors.” When a new case (holdout) is
follows: presented, its distance from each of the casdsein t
N _ model is computed. The classifications of the most
= / 1 — )2 imil — the nearest neighbors — are tallied
U(X) — _Z(Xi X) (5) similar cases _ eig
N = and the new case is placed into the category that

contains the greatest number of nearest neighbors.

A measure in which to determine the distanc&e can specify the number of nearest neighbors to
between two scenarios, we can simply pass througixamine; this value is called k. The pictures show
the data set, one scenario at a time, can b@w a new case would be classified using two
established and compare it to the query scenario. different values of k. When k = 5, the new case is

Data set as a matrix D = N*P, containing I:,placed in category 1 because a majority of the

scenarios can be represented. whereh€arest neighbors belong to category 1. However,
B %o P P ' when k = 9, the new case is placed in category 0

each scenaric§ contains N features. A vector O pecayse a majority of the nearest neighbors belong
with length P of output values O = {00,, ..., @} to category 0.Figure 1 shows the effect of changing
accompanies this matrix, listing the output valué on classification.

Ol for eaCh Scenari S . Built Model: 2 selected features, K=5 Built Model: 2 selected features, K =9
0 @ (o] cal o @ O | Focal
9
KNN can be run in these steps: oo e E G .
fos L]
1- Store the output values of the M nearess % e o
neighbors to query scenario g in vectar {r,MM by = ¥ / *
repeating the following loop Al times: e c = 0
024 0 L] 024 O o

A) Go to the next scenarios' in the data set, whe| o B e _
i is the current iteration within the domain 1,..}, P Figure 1.The Effects of Changing K on

' Classificati
'B) If g is not set or g < d (g))sq <d(q, $),t— assfiication
|

0. Nearest neighbor analysis can also be used to

C) Loop until we reach the end of the data setompute values for a continuous target. In this
(i,e.i=P) situation, the average or median target value ef th
nearest neighbors is used to obtain the predicted
value for the new case.

2- Calculate the arithmetic mean output across4  +nsT |N E-COMM ERCE

D) Store q into vector ¢ and t into vector r

- 1 M
as. r _ﬁz d ©) Web sites provide people with a convenient way
= to disseminate information. Although the Internet
- has expanded tremendously during the past decade,
3- Return ' as the output value for the querythe high reluctance for using eCommerce and on-
scenario q [14]. line business activity still remains. Based on the
. . . ... previous surveys, two major problems are web site
The use of Euclidean d|stan(_:e as Slmllarlt3§ecurity and the lack of Web site trust. Although
measure is recommended by Strike et al. [4] and,qt ecommerce Web sites provide some forms of
Troyanskaya et al. [5]. The k-NN method does nQfg.req payment method, it doesn't guarantee that
suffer from the problem with reduced variance tnq \yep sites will gain better credibility. Basen o
the same extent as mean imputation, because WheR .y revious research and studies, there are many
mean imputation imputes the same value (thgwer significant factors which could influence the

mean) for all cases,k-NN imputes different valueg, st jevel of the Web sites layout. W3 Trust Model
depending on the case being imputed.
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(W3TM) proposed trust value calculation from 0= Verylow 1=Low 2= Moderate 3= High
meta data provided on the Web sites [6], however, 4= Very High
it does not include the analysis on other important . :
factors such as contents and layout analysis a%jlt ha_d ?Is? 3 Ioptu?ns ?r:ldex).ranked by 0-2 for
more importantly the ability to automatically € main factors fevel as foflows.
recommend trust-assessment improvement. At O=Low 1=Moderate 2= High
present, there are no effective tools for evalgatin . .
trust assessment on Web sites. An effective trust Respond_ents picked valu_es as  per _thelr
assessment tool must be able to identify anﬁndersfcandmg of trust foIIOV\_nng the questions
determine the trustworthiness level of the Wetbssitd?©"INiNg to trust main factors in rust model.
correctly. In addition, it should provide After ranking factors in first questionnaire, next
recommended information based on trustuestionnaire was published in the website and
assessment in order for Web masters to use asURL was provided for online respondents. They
guideline to improve the Web site for better trust. were asked to analysis three B2C e-commerce
ebsites and then response online questionnaire.
fter gathering answers from SQLServer database,
raw data was entered in excel for more analysis.
Table 1, 2 and 3 shows frequency of 3 factors and
The Merriam-Webster English dictionary definesemerged trust levels.Figure 2, 3 and 4 depict
“trust” as assured reliance on the character,tgbili frequency of factors too.
strength, or truth of someone or something.

F. N. Egger et al [7] developed a model of tru SecurityL evel

We proposed an effective trust assessme
framework for evaluating eCommerce Web site
based on customer preferences.

in eCommerce called MOTEC (model of trust o o O
eCommerce), which could classify characteristic Q < e < |35
trust in eCommerce in terms of company, produ § § § 2 3 c
and service, security, privacy, usability an 3 = A % |32
relationship management. Our proposed framew <
consists of 3 factors: (1) Content, (2) design é)d 0.00 2 4 4 4
security. 1250 | 33 | 73 | 7.3 7.8
3. DATA COLLECTION 2500 | 67 | 149 | 149 | 227

This study uses one questionnaire to collect data. | 37.50 | 93 20.7 | 20.7 43.3
The most of respondents aged between 35-50 yeats| 5000 | 83 184 | 18.4 61.8
old, while 70.2% of the respondents were male. 2

2 | 6250 70 156 | 15.6 77.3

In the questionnaire, respondents were asked to
go through the entire buying process at the |e- 75.00 1 15.8 15.8 93.1
commerce websites and do purchase the item | 87.50 26 5.8 5.8 98.9
experimentally. While they were doing this process,
they had to respond to the questions based on three 100 2 1.1 1.1 100
categories that have been defined in trust mogel. Total 450 100 100
There were four questions on main criteria and one
on trust. After the website analysis and answering

the questions, lastly subjects had to identify the
trust of the specific website.

Table 1. The Frequency of Security Factor

Respondents that had finished analyzing of e-
commerce website then were asked to rank the trust
level of the e-commerce website. They had a choice
of ranking the Trust level based on linguistic
variable as follows: Very low, low, moderate, high
and very high. It had also five options (index)
ranked by 0-4 for indicating trust level as follows
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Figure 2. The Histogram of Frequency Security| .00 £ 7 ll 7
Factor 12.50 34 7.6 7.6 8.2
25.00 56 124 | 124 20.7
S | 37.50 116 258 | 25.8 46.4
ContentL evel S | 50.00 82 | 182| 182 64.7
< 62.50 81 18.0 | 18.0 82.7
aL ) o
3 p z 3 5 75.00 39 8.7 8.7 91.3
c o U o £
@ & u e 87.50 36 80| 80 99.3
\ - s |78 100. 3 7 7| 1000
1250 | 25 | 56 | 56 5.6 Total S0l 100 [l
2500 | 54 120 | 12.0 17.6 Table 3. The Frequency of Design Factor
3750 | 96 | 21.3 | 21.3 38.9
S | 5000 | 99 | 220 | 220 | 609 f
S | 6250 | 92 | 204 | 204 81.3 1
75.00 | 59 | 13.1 | 13.1 94.4 = ]
87.50 | 25 56 | 5.6 100.0 £ 7
Total 450 100 100 |

Table 2.The frequency of content factor
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Figure 3.The Histogram of Frequency Content

Factor

21

DesignLevel

Figure 4. The Histogram of Frequency Design
Factor

4. RESEARCH MODEL

The proposed model has been established based
on this principle that trust in B2C websites inaud
privacy and security, design and content.

There are some major factors in electronic
commerce such as quality of websites’ content.
Customer attitude to wuncertainty of online
purchasing, affects customer’s opinion. Privacy and
security commitments in B2C e-commerce are
reflected in the actions of the Web merchant. Yet,
for consumers, the primary, visible access to
privacy and security on Web merchants’ sites is




Journal of Theoretical and Applied I nformation Technology
15" February 2012. Vol. 36 No.1 N

© 2005 - 2012 JATIT & LLS. All rights reserved

SATIT

ISSN: 1992-8645 www.jatit.org E-ISSN17-3195

through statements that describe in more or lessAlso customers can find themselves in the
understandable terms the privacy and securisituations rather than other customers.

policies of the Web merchant, from information

collected to data sharing policies, and securitg' MODEL VIEW

features such as encryption and password . .
protections. The privacy and security statements onAfter gathering and organizing data, k-NN

today’'s Web sites vary from excellent and We"_method was applied and desired results were

detailed too hard to find and difficult to read.eTh _obtaine_d. Figure 6 shows a depiction of mode_l view
security systems are strongly needed to handle t predictor space. In predictor space trust_leyels
process of developing the customer retentio degree_has been shown. As in this depiction we
strategies in e-business transaction process in n p_redlct customer trust ba;ed on tree fact.ors
attempt to capture the relationship within: so in predictor space V.V'th Increasing security
organization and with the customers. The benefit]?Ct.or’ trust level to very high level has mcredase_
of applying trust and build up security in e-busise M f|gur_e 6, customer with node 358 was located in
is quite obvious. very high _Ievel trust. If !ook at tr_ns node, we can
find security level in this node is high level but
Zang and Tarafdar [8] assumed that “contenttontent and design level are in moderate level.
and “design” of website are the main factors in the

quality of B2C Company’'s website. Other experts Predictor Space
and specialists such as Ranaganathan a it Hodel: 3 selected prodicters. €2 5
Ganaouthy [9] with respect to the quality anc = o

design stated that website should contain relativ
information of company services. In customer’s
attitude, it seems that the impression of website’
design is more significant than its content
Therefore, unsuited design will cause les:
motivation for customers to find the product or
services through websites.

Contentlevel
&

In this research the level of trust obtains of ¢hes
three parameters performance. Figure 5 Presents
model based on our which illustrates the
relationships between the different concepts.

Figure 6. Nearest Neighbor Analysis Model View
for Very High Level Trust

— In peers chart in figure 7 we can find trust level
e vansacions as numeral. In this depiction also we can find that
in despite of moderate level of content factorstru
remain in very high level when security is high
level.

Figure5. Proposed Trust Model

5. APPLYING K-NN METHOD FOR
CLASSIFYING FACTORS

After gathering data from online customers k-
NN method was used for classifying factors .Using
k-NN method on data ,results show that which
factor in which position can important on trustdév

s
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Peers Chart
Peers Chart Focal Records and Nearest Neighbors
Focal Records and Nearest Neighbors el
el Trustievel Securityt evel :r\m
Tl sl  securiylewet & 45000000 343 Yes
AT == ®ves VerylowTust]  eesean 24,001 165 322347 &
Very Low Trust-| 4 0 170 3222 347 pe
‘ e B G .TTWE ) | 22,00 @ Training
N e v i Wery High Trust ol A Holdout
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e 18.00°
Low Trust-| el Low Trust 16,00~
tign Trust{ d | i
76.00 55-1 20 High Trust: A0,
-
12001
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200 165 322
60.00-]
12[]£ﬂ43 120&058
) 40 20 iy 40 20 55,00
450165343
28 3222 347 00|
54.00-]
5200
Figure 7. Peers Chart for Trust Level of Model - fe

View
In figure 8, we can find trust degree in very low
level. Predictor space in this figure shows thasttr
level can be in very low level in despite of high
level for design and content. Therefore these txesul7' PREDICTOR IMPORTANCE
indicate that security factor is very significawt f
trust level.

Figure9. Peers Chart for Trust Level of Model
View

In predictor window, we can find priority of
factors generated by k-NN method. Figure 10 show
that security factor is more important than two

Predictor Space

Built Model: 3 selocted predictors, K = 5 other factors. Based on predictor model and peers

o chart, this result had been detected. Thus figlre 1
it shows that predictor importance for security lagel
ikl 0.43, design level is 0.30 and content level iF0.2
A Holdout

L TrL;;{E:(val Predictor Importance

e O High Trust Target: TrustLevel

; ©Low Trust

@ WModerate Trust

@ very High Trust T T

@ Very Low Trust - +
SecurityLevel

DesignLevel

6000 |

ContentLevel

4000~ |

20007 4

000+
Q.

4000 gl 00
: 50 >
Designieyer 1008 o

ContentLevel

Select points to use as focal records

Figure 8. Nearest Neighbor Analysis Model View
for Very Low Level Trust Least Imrten Mast Impertent

Figure 10. Predictor Importance for Comparing

Based on peer chart for previous figure, we can ; .
b P g Security Level, Design Level and Content Level

illustrate trust level as numeral for high level of

design, content and low level for security. FigQre
shows peers chart for trust level of model view. 8. SAMPLE XML OUTPUT FOR K-NN

METHOD

Figure 11 shows sample exported model
information to XML file.
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<Hearestieiohbortiadel modaliame="TrustLevel" response="TrustLevel" >
= s§implelable name="AnalysisOptions" >
<Raullames />
<ColumnMames=distanceMetric;continuousTransformation;categoricalTransformationse
lected;continuousPrediction;K;selectedFeatures</Calumnhames=
<Row=Eucli lized f-c;Mean;5;3</Row >
</SimplsTable>
= =<Mininagshemas
- <Hininafigld name="SecurityLeyel"
="active" =
<Extension name="weight" value="0.42809642560266" /=
</Minnafield >
- <HiningFigld
="active">
<Extension name="weight" value="0.273482959268495" />
</Hiningfisld >
- <MiningFigld name="Desi " importance="0.298420615128845" sageType="active">
<Extension name="weight" valuz="0.298420615128845" />
</Miningbleld >
<HiningField name="TrustlLevel' ysagelype="predicted" />
<Minnasehema>
- <gimplzlahls name="neighborsDistances'~
<Baublames />

importance="0.42809642560266"

name="ContentLeyel" importance="0.2734829 59268495"

- <Complexlabls name="modelQuality"=
= =ZmeleTakle name="errorSummary” >
<Banllames />
<ColurnnMames>response;percentIncorrectlyClassifiedCases</Columniames =
<Row=TrustLevel;0.179245283018868</Rows
</3imRleTakle>
- <Gimrlelabls nsme="confusiontiatris"=
<Raullamzs. />
<golumniamss-High Trustibow TrustiModerate Trusti¥ery High Trusti¥ery Low
Trust</Columplamss>
</gimel =
</ComplexTable>
</Migarsstisiahboriadsl

Figure 11. Exported Model Information to XML
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