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ABSTRACT

In this paper, the performance of the extra stage@a (ESO) networks based on wavelength divisidh wi
limited number of buffers and wavelength convertges analyzed. Since the ESO networks suffer from
the problem of internal blocking, therefore, thalgs to minimize the dropping probability by utilng the
available buffers and wavelength converters indimetral controller of these networks. The advantfge
ESO over the Omega networks is that there is andaht path from any source to any destination. htavi
an additional path gives packets more flexibilitius reducing the probability of packet buffering o
dropping.

Keywords: Multistage Interconnection Networks, Omega Networkgernal Blocking, Buffering,
Wavelength Conversion, Wavelength Division Mulkiplg.

1. INTRODUCTION The extra stage MINs, a fault-tolerant structure,
is constructed by adding of one stage of switching
Multistage Interconnection Networks (MINs)elements to the regular multistage interconnection
have been exploited widely in many importannetwork. It is shown that the extra stage MINs
applications in fields such as telecommunicationgrovides fault tolerance for any single failure.[5]
and parallel computing in the past decades [1]olerating any number of switch faults was
MINs are among the most efficient switchingdemonstrated with in optimal performance [6].
architectures in terms of the number of switching

packets share the internal channel provided that
. they use different wavelengths. Therefore2:>&

delta, indirect binary n-cube, and Omega network%v‘%ggcr}wtgode&izg ntn\;v::é|yad?r:gonﬁ;pz(:nf;%lgaﬁfx;

It has peen proven that these types of MINs arrﬁergers, and the upper and lower splitters [7]. The
topologically equivalent [3]. internal blocking is redefined as two or more
MINs with only a few stages suffer the problenpackets with the same wavelength trying to access
of internal blocking Packets collide within a switch an internal channel simultaneously. This problem
when more than one cell tries to use the sang@n be eliminated by increasing the number of
internal link, even though they are destined foswitching elements, the number of stages, or the
different outputs. Using2x2 switching elements, size of the switching element. However, all these
data might go through some unwanted changéschniques increase the cost and delay of such
when the two input channels try to access ametworks. Therefore, in this paper, utilizing the
internal channel simultaneously [4]. same few switching elements while maintaining full
accessibility is attempted.
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To alleviate the problem of internal blocking inswitching elements encountered is varying,
MINs based on WDM, buffers or wavelengthdepending on the path chosen which makes the
converters [8] are used. The advantage @verage rate of failure of the network to be leéser
wavelength conversion over buffering is the abilitythe irregular MINs as compared to that of regular
to utilize the available channel bandwidth and t&INs. In [9], an attempt has been made to analyze
send a packet to its destination without waiting fothe characteristics IMABN. It was shown that
the next switching cycle. Once the central congroll IMABN can provide full access capability in
of MIN resolves the internal blocking by buffering,presence of multiple faults.
wavelength conversion, or dropping of the packets,
it directs the packets through the network withouttO
any collision.

In [10], node-disjoint paths routing is an approach
solve the crosstalk problem on both links and
switches of all-optical networks. The results sigjge

The scope of this paper is to investigate ththat the required node-disjointness on all-optical
performance of the extra stage Omega (ESQJINs may not be a bottleneck. An interesting open
networks based on wavelength divisiorproblem is to find a tight bound on the number of
multiplexing. The goal is to minimize the droppingwavelengths for any partial permutation by node-
probability by utilizing the available buffers anddisjoint paths with respect to the minimum number
wavelength converters in the central controller obf passes for the same permutation by edge-disjoint
the network. The paper is structured as followgpaths on the MINs. Heuristic algorithms for finding
Section Il surveys some of the related work. Afbriethe  wavelength  assignment  for  arbitrary
overview of ESO is given in section Ill. ESO withpermutations on all-optical MINs and efficient
buffering and wavelength conversion is discussed adgorithms for finding the wavelength assignment
section IV. The performance of ESO networks ior permutations on extra-stage all-optical MINs
evaluated by simulation in section V. The finalwere considered to be investigated.

section concludes the paper. In [11], a new fault-tolerant Banyan (FTB)

2. RELATED WORK network design was proposed. The rules to add extra
hardware and links to the regular Banyan network in
In [7], several architectures and algorithms wergder to get the new FTB network were presented.
introduced to alleviate the problem of internalhe work includes a modular design for a new 2x2
blocking in WDM-based Omega networks. The firstwitching element that can be configured in différe
architecture was a collision-free Omega netwowkell-defined modes. In case an error occurs in the
based on buffering, the second one uses wavelenigthction of a switch in the FTB network, the switch
converters and buffering, and the last one considean be bypassed and other switch in the network
look-ahead wavelength conversion which eliminatggplaces its role. The most attractive featurehef t
unnecessary wavelength conversions in case new design is that it can maintain the regular
using larger networks with arbitrary connectiorts. Banyan topology in the presence of faults.
is shown that a few buffers and look-aheg@onsequently, the system performance will not be
wavelength converters will considerably improveffected due to the occurrence of tolerable fanlts
the system performance. In [6], fault tolerandée interconnection network. Moreover, multiple
capabilities of multistage interconnection networkaults can be tolerated in the proposed FTB network
were investigated. The fault model that is usetiés The FTB network can be very powerful in critical
stuck-in straight model and the fault tolerancgystems and applications where error can lead to
criterion is to guarantee point-to-point and braedc catastrophic events.
connections. Fault-tolerant multistag
interconnection network that is optimal in th?' EXTRA STAGE OMEGA NETWORKS
number of redundant stages was constructed. Ir}\ . .
addition, the general condition that is both sudfi¢ . n NxN _Omega netwo.rk IS a multistage
' terconnection network which consists lofg,N

) . .
and necessary for N.”NS t9 achieve this Opt'm?gentical stages, and each stage, there aNg2 of
performance in tolerating switch faults was proven.,,» switching elements. The outputs from each

In [8], an irregular fault-tolerant multistageStage are connected to the inputs of the next stage
interconnection network named as IrrequldiSing a perfect shufflelink interconnect. This
modified baseline network (IMABN) was proposefi€ans that the connections at each stage simply
and analyzed. IMABN is dynamically re-routabl&€Present the division of the channels into two
and provides multiple paths of varying length alves, Wh'_Ch are then mte_rleaved perf_ectly. In
between source and destination pairs. The numbergms of binary representation of thé input
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channels, each stage of the perfect shuffle can beHowever, failure of any switching element in the
thought of as a cyclic logical left shift; each bit first and last stages will cause the MIN to lose it
the address is shifted once to the left, with tlestm full accessibility. Therefore, a number of
significant bit becoming the least significant bit. ~ multiplexers and demultiplexers are used to
overcome this problem. The first and last stages ca

The extra stage Omega (ESO) network is formedach be either enabled or disabled (bypassed). A
from the Omega network by adding an extra staggage is enabled when its switching element are
of switching elements along with a number obeing utilized to provide interconnection. It is
multiplexers and demultiplexers as shown in Fig. ldisabled when its switching element are being
Therefore, ESO has relatively low incremental codbypassed [1]. Enabling and disabling the first and
over the Omega network. last stages is accomplished with a demultiplexer at
each input and a multiplexer at each output. The
demultiplexer and multiplexer are configured such
that they either both enabled or disabled as shown
in Fig. 3(b) and 3(c), respectively.

DEMULTIPLEXER

MULTIPLEYFR
lo

2x2 2x2
SE SE

DEMULTIPLEXERMULTIPLEXER

2x2 2x2 1
SE SE 2x2 2x2
SE SE SE
2x2 2x2 D D ﬁ ﬁ
SE SE (a) (b) (©

Fig. 3 (a) Detail of SE with Demultiplexer and

22 22 Multiplexer. (b) Enabled SE. (c) Disabled SE (Bygeb.

SE SE

Since the ESO network considered in this paper
Extra Stage is based on WDM, and each input link can carry at
Fig. 1 The Extra Stage Omega Network with8 mostw packets, each with a different wavelength
from the set of available wavelengtiis; (A1, A, ...,
The ESO gets its fault-tolerant abilities by having\.1, Aw), oOne may merge both inputs of a 2x2
redundant paths from any source to any destinatioswitching element and forward them to either the
This allows continued communication betweerupper or lower output link when the sets of
source and destination. ESO has two paths whiskavelengths on both input links are disjoint.
are sufficient to provide tolerance to single fault Therefore, two configurations are to be considered,
for one-to-one connections. In ESO, the failure ohamely, upper merger and lower merger as
any switching element in the inner stage can bdlustrated in Fig. 4(c). Note that these two
resolved by choosing the redundant route providetbnfigurations would have been considered as

as shown in Fig. 2. internal blocking in an ordinary Omega networks.
Moreover, two additional configurations are
Extra Stage required, namely, theupper splitter and lower

Oo splitter as illustrated in Fig. 4(d) to satisfy the
requirements of one-to-one mapping.

0,
O @
O3 _><
O, Straigh (b) Exchanc
Os
0, Upper Merger (c) Lower Merge
o, — —

Upper Splitter (d) Lower Splitter

Fig. 2 The Extra Stage Omega Network with8

Fig. 4 Configuration of a 2 x 2 Switching Element
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The set of permutations realizable by an Omegg COLLISION-FREE 8x8 OMEGA
network is characterized by havimgl windows, NETWORKS WITH BUFEERING AND
wheren=log;N, and each of them is a permutation. \WAVELENGTH CONVERSION
To understand this concept, concatenate the binary
representation of all sources,;s,; ...§%, and the |, this sectionpuffersandwavelength converters
binary ~representation of the correspondingye included in the central controller of the ESO a
destinations dy10y»....chdo. This generates a table jjystrated in Fig. 6. The purpose of a wavelength

represented byd(id. ....chdo Sr1Sh-2.--5%0). NOW,  packet to another wavelengih with A; not equal

n-1windows can be defined as, to A;. Therefore, if there is internal blocking, and
Wi Sh2...995000-1 wavelengths of packets that cause the internal
W, S13..5S1000 blocking are converted, then the number of packets

to be buffered or dropped by the central controller
can be reduced, and the performance of the network

Wi SiaShize. SSo0n10ho...Chi will improve. Note that a packet can have at most
one wavelength conversion and this happens inside
Wit SoOhyGhp...Chdly the central controller. The number of packets which

can have their wavelengths converted is limited by
the number of available converters. Packets which
will cause internal collision and cannot be
wavelength converted are buffered. If no more
buffers are available, packets are dropped.

A window W, hasN rows, each withog,N bits. If
W is a permutation, i.e., no two rows i are
equal, then, it is guaranteed that there is nariate
blocking in any switching element in stage
otherwise, there is at least one switching elermrent - - - - mmm i m e oo -
stagei with both of its inputs competing on the

1

1
same output link, which causes internal blocking in1, _I T Central " w2 +—Op
the ordinary Omega network. Since WDM is used, | 1 | Controller s 1 95
the switching element can be configured to either © [ With 7 LN\ /=
upper merger or lower merger. However, if the sets'? — \?V”;\flg:naﬁﬂ ] - 22
of wavelengths on both inputs of that switching 15 | | Convertgrs I st S Loa
element are disjoint, then there will be no intérna |, H : — — 1 O4
blocking; otherwise, there will be internal blocgin Lo 22 w0
and it can be resolved by packet buffering, * i | |
wavelength conversion, or packet dropping. Thels 1| 1 Os
concept of internal blocking detection in ESO is 1, ! Eg 220,
illustrated in Fig. 5. T L I

Extra Stag Fig. 6 Architecture of a Collision-Free Omega Netikvo
lo — o)
’ zstz zstz zstz zstz ° Fig. 7 illustrates an example of a collision-free
lh - — O1 extra stage Omega network. Assuming that the
L, —o ] . . 0, arriving set of packets to the input porg)(Uses
2 2x2 2x2 2x2 wavelengths %4, A, As}, and the arriving packet to
l; | SE SE SE SE | Os the input port (J) uses wavelengthAg}, and both
| o, are sent simultaneously to the same output port,
4 T 2x2 2x2 2x2 2x2 [ then there will be no internal blocking since
I, | SE SE SE SE | Os wavelength sets of the packets are disjoint.
o, Considering the other case, the arriving set of
ls - 2x2 2x2 2x2 22 [~ packets to the input port 3]l uses wavelengths
1, .| SE SE SE SE 0; {Ay, Ag}, and the arriving packet to the input port
N (I;) uses wavelength M, A¢}, and both are sent

T f t t t t t t simultaneously to the same output port, then there
S50 251X SiXoSz SiXotz XodzSt | Xo0z01 d20iXo d20hido will be internal blocking by the packets that use
ﬂ ﬂ ﬂ wavelengths\e. However, if the wavelengths of
W one of the packets is converted\g then there will
We W 2 be no internal blocking at that switching element,
Fig. 5 Internal Blocking Detection in ESO and its output port can forward the set of packets
with wavelengths X1, A4, A, Ag} to the next stage.

12
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probability, and wavelength conversion
Noél)(lte)r\na;\Blg)\cl}dnw probability.
Extra Stagé™1s /22, /43, /A5
o=\, A st T % — 1 00={As} Fig. 8 illustrates the probability of packet
H ] dropping versus the arrival load for the ESO
l1={As, Ag} \ I 10:={As, Ay, network with variable number of buffers. It is
L= Ao Ao} — PN\ [ shown that the packet dropping probability
2={As, A7, s} . N1 N A decreases with the increasing number of buffers.
L=y, Ag) ><O 00 A For example, the packet dropping probability is
—n/\ —\t=\1_} AU reduced by almost 6% when using 10 buffers at the
=3} /N A — N — 705={\,} arrival rate 70% compared with the same network
B except without buffers.
Is={A4, )\6}__ 0,4={A4, Ag}
le=(\} /X, — — O0={Ay Ad) 035
' 1 0.3
|7={)\4r )\6} ' / | 06={)\5: )\7, =
B \\\_’A{ | [ | % N25
Agis converted to  {Aq, A, Ag, Ag} 3 02
8 o
N - S| s [S|d[d; [do g o
0 wavelength conversiong =
since wavelength sets of thp 0y0|0f00 |1 5 ol
packets are disjoint o[0o|1]0f1]O0 a 0.05
0]1]0]1]1]0
wili1|1]o |1 o . -
Packet using wavelengltaof/ 1¥0(0]Jo0|0 |0 ¢ 0.2 04 06 0.8 t
input port 7 is converted toj 11011111 |1 Arrival Load
wavelength\g
\%“ i :(L) f é’ é’ Fig. 8 Packet Dropping Probability versus Arrivaldd
(Limited Buffers and No Wavelength Conversion)

Fig. 7 Example of a Collision-Free ESO Network

The buffering probability is defined as follows: It
5. Performance Results is a ratio that a random packet is to be buffered
) ) when the packet arrives to the network. Fig. 9
This section presents the performance of an 8%fystrates the buffering probability versus artiva
ESO network with one-to-one connections. Tqgad. Initially, probability of buffering for diffeent
generate the performance parameters of thigymper of buffers increase linearly with the
network such as packet dropping probabilitynetwork load because the load of the network is
buffering probability, and wavelength conversionsatisfied with the available buffers. However, at
probability, a simulator program was created t@ome point these curves start to saturate andgien
simulate the behavior of an 8x8 Omega networlown. The reason is that the number of packets in
and an 8x8 extra stage Omega network. Th@ie network becomes very large with respect to the
simulator considers a variable number of buffergyajlable buffers, and therefore, the network canno
and wavelength converters available in the centr@larry the offered traffic and many of the packet wi

controller. be dropped. Also, it is shown that the point of

) ) saturation moves to the right with the increase of

The simulator performs the following tasks: buffers. For example, the network with 10 buffers
* It randomly creates 10,000 one-to-oneyj saturate when the arrival load is almost 70%
connections. while this network with no buffers will saturate

» For each permutation, it creates a set of input§yhen the arrival load is almost 30%.
which has at most 8 random packets with
different wavelengths, for each input channel of
an 8x8 ESO network. The arriving set of
packets on each input channel is assumed to be
independent, and has a Uniform distribution.
* It generates the performance parameters such as
packet dropping  probability,  buffering

s
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—t— -2
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= 015 B=6
E i [} =0 X’
3 = B=10 |
3 K
L 01
an
-==5
= 0.05
[=a]

O T T 1
0.2 04 0.6 0.8

Arrival Luad

Fig. 9 Buffering Probability versus Arrival Loadithited
Buffers and No Wavelength Conversion)

Fig. 10 illustrates the packet dropping probability

wavelength conversion probability will increase
with the increase of wavelength converters.
Initially, when the arrival load is low, there i®n
need for wavelength conversion. Then all curves
starts to increase linearly because the system is
satisfied with the available wavelength converters.
Later, the curves start to saturate, and the
wavelength conversion probability starts to
decrease till reach to 0 at the higher arrival load
since all the wavelengths are utilized and it is
impossible to convert the wavelength of a packet.

0.14

0.12

01

0.08

versus arrival load when using a variable number ¢
wavelength converters. It shows that a networ
with a few wavelength converters can improve thi
network performance. The packet dropping
probability decreases with the increasing number ¢
wavelength converters. For example, the packs
dropping probability is reduced by almost 6% whet
using 10 wavelength converters at the arrival rat
70% compared with the same network exceg
without wavelength converters. At arrival load of

Wavelength Conversion Frobability

A
[ X
\

0.02
0 H—J . .

C.2 0.4 0.¢ 0.8
Arrival Load

Fig. 11 Wavelength Conversion Probability versus

80% and higher, the packet dropping probability Arrival Load (Limited Wavelength Converters and No

will have no improvement compared with different
number of wavelength converters since almost all

Buffering)

wavelengths are utilized and none of them are Fig. 12 shows a comparison among ESO

available for conversion.

0.3
—t— W(=0
0.5 7| —m—W(=2
= -
£ 02| e WC=4
_rgu —— WC=10 //
S 015 /
[+1°]
=
2 0.1
o
e
2 025
0

networks with different configurations. It shows
that at the arrival load of higher than 60%, the
packet dropping probability for a network with 2
buffers is better than a network with 2 wavelength
converters since the wavelength converter might be
available but at that time all wavelengths are
utiized and it is impossible to convert the
wavelength of a packet. It can be noticed that when
the load of the network is low to medium, the
performance can be improved by increasing the
number of available wavelength converters with a
constant number of buffers. This improvement
represents a load of packets that have been
transmitted through the network in the current
switching cycle, rather than buffering or even

0.2 0.4 0.6 0.8

Arrival Load

Fig. 10 Packet Dropping Probability versus Arrikahd
(Limited Wavelength Converters and No Buffering)

The wavelength conversion probability is defined
as follows: It is a ratio that a random packebibé¢
wavelength converted when the packet arrives to
the network. Fig. 11 illustrates the wavelength
conversion probability versus arrival load. The

14

dropping them.




Journal of Theoretical and Applied I nformation Technology
15" February 2012. Vol. 36 No.1 B

© 2005 - 2012 JATIT & LLS. All rights reserved

" A mmm—
YT

ISSN: 1992-8645 www.jatit.org E-ISSN17-3195

some point in time these curves start to satunade a

€35
then go down. The reason is that the number of
0.3 + packets in the network becomes very large with
Z respect to the available buffers and some of them
3 027 are dropped. It is noticed that the buffering
2 02 1 probability of Omega network is higher than the
= ESO network for the same number of buffers since
£ c15 there is a redundant path from any source to any
2 destination. Having an additional path gives paxket
& more flexibility, thus reducing the probability of
packet buffering.
0.2
0 2.2 4 06 0.8 1
Arrival Load £ 015 7 SO
Fig. 12 Packet Dropping Probability (Limited Buffer E
and Wavelength Converters) ° pa /z‘"“\
(=9
[++) "
Fig. 13 illustrates the packet dropping probability g Ve
versus arrival load for the ESO and Omega < 0.05 /
networks. The ESO network provides a better ©
performance compared with the Omega network. 0 rh -
The reason for the performance advantage of the . 02 04 06 o8 N

ESO network can be attributed to the extra stage, Arrival | oad
which provides a redundant path from any source to —— D=2 with Omega
any destination. Having an additional path will e B=2 wilh Exlra slage
allow packets to have more flexibility, thus === B=4 with Umega

reducing the probability of packet dropping. = Ejg"ﬂ:ﬁgﬁeg:ge

0.35 Fig. 14 Packet Buffering Probability versus Arrivalad

et B=0 with Omega L
—a— B0 with Extra Stage (Limited Buffers and No Wavelength Converters)

0.3 7| et B=6 with Dmega . . . .
=== B=6 with Extra Stage Fig. 15 illustrates the packet dropping probability
0.25 leowitp Omega versus arrival load for the ESO and Omega
B=10with Extra Stage networks. It is shown that the dropping probability

0.2 A of the ESO network is lower than the dropping

)//( | probability of the Omega network for the same

0.15 // / — number of wavelength converters since there is a
0.35

redundant path from any source to any destination.
0.1 /
0.05 — e \\/C=0 with Omega

/ .//,/ 0.3 | —B—WC-0 with Extra Stage
F d T h i \W C =4 with Omega
(5] -
0.2 0.4

0
'D' 0.25 || —g— (=4 with Extra Stage

Dropping Probability

T T
06 0.8 1

Arrival Load

Fig. 13 Packet Dropping Probability versus Arrikahd
(Limited Buffers and No wavelength Conversion)

Dropping Praobability

0.2

0.15 //1 /.,

- / /)'!/////
Fig. 14 illustrates the buffering probability vessu 0-05

arrival load for the ESO and Omega networks. 0 : :

Initially, the buffering probability for different 0 0.2 0.4 0.6 0.8 1

number of buffers increases linearly with the Arrival Load

network load because the load of the network iig. 15 Packet Dropping Probability versus Arrikakd
satisfied with the available buffers. However, at (Limited Wavelength Converters and No Buffering)

15
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Fig. 16 lllustrates wavelength conversiong, CONCLUSION
probability versus arrival load for the ESO and
Omega networks. The wavelength conversion |n this paper, the performance of the extra stage
probability will be decreased in the ESO networkomega (ESO) networks based on wavelength
more than the Omega network for the same numbgjvision was analyzed in terms of packet dropping

of wavelength converters. probability, buffering probability, and wavelength
conversion probability. The goal is to minimize the
012 dropping probability by utilizing th_e available
buffers and wavelength converters in the central
2.1 controller of the network.
008 +— It is shown that the packet dropping probability
decreases with the increasing number of buffers or
0.06 wavelength converters. However, at higher arrival

load, the wavelength converters become inactive
since all the wavelengths are utilized and it is
000 1 impossible to convert the wavelength of a packet. |
' 4 ;/ \ can be noticed that when the load of the network is
0 1 . ~_ low to medium, the performance can be improved
0 02 04 06 08 1 by increasing the number of available wavelengt_h
converters with a constant number of buffers. This
improvement represents a load of packets that have
been transmitted through the network in the current
switching cycle, rather than buffering or even
dropping them.

Wavelength Conversion Probability
(=]
=
=

Arrival Load
=g \W(C=2 with Omega
=== \\C=2 with Extra Stage
WC=4 with Omega

Fig. 16 Wavelength Conversion Probability versus
Arrival Load (Limited Wavelength Converters and No It is shown that the dropping probability of the
Buffering) ESO network is lower than the dropping probability
of the Omega network for the same number of
Fig. 17 shows a comparison between the ES@avelength converters or buffers since there is a
and Omega networks with different configurationsredundant path from any source to any destination.
It shows that the packet dropping probability &f th Having an additional path gives packets more
ESO is better than the Omega network with thelexibility, thus reducing the probability of padke

same configuration. buffering or dropping.
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