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ABSTRACT 
 
Text extraction in images and video has been developing rapidly since 1990s and is an important research 
field in content-based information indexing and retrieval, automatic annotation and structuring of images. 
Extraction of this information involves detection, localization, tracking, extraction, enhancement, and 
recognition of the text from a given image. However, variations of text due to differences in size, style, 
orientation, and alignment, as well as low image contrast and complex background make the problem of 
automatic text extraction extremely difficult and challenging job. A large number of techniques have been 
proposed to address this problem and the purpose of this paper is to classify and review these techniques, 
discuss the applications and performance evaluation, and to identify promising directions for future 
research. 
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1. INTRODUCTION 
 

Extracting text from images or videos is an 
important problem in many applications like 
document processing [1,2], image indexing, video 
content summary [3–5], video retrieval [6], video 
understanding [7], and since including. Usually, 
texts embedded in an image or a frame capture 
important media contexts such as player’s name, 
title, date, story introduction, and since including.  
Therefore, the task can provide various advantages 
for annotating an image or a video and thus 
improves the accuracy of a content-based indexing 
system to search desired media contents. In 
addition, the information can be used for content 
filtering so that commercial programs can be found 
and removed out for video summary.  Moreover, 
when analyzing video audios, the recognition result 
of text line can provide extra refinements for 
correcting the errors of speech recognition. Since 
1990s, with rapid growth of available multimedia 
documents and increasing demand for information 
indexing and retrieval, much effort has been done 
on text extraction in images and videos. A larger 
number of approaches, such as region based, edge 
based, morphological based and texture based 

methods, have been proposed and already obtained 
impressive performance. 
 
1.1 Text In Images 

Content-based image indexing refers to the 
process of attaching labels to images based on their 
content. Image content can be divided into two 
main categories: perceptual content and semantic 
content [8]. Perceptual content includes attributes 
such as color, intensity, shape, texture, and their 
temporal changes, whereas semantic content means 
objects, events, and their relations. A number of 
studies on the use of relatively low-level perceptual 
content [9-13] for image and video indexing have 
already been reported. Studies on semantic image 
content in the form of text, face, vehicle, and 
human action have also attracted some recent 
interest [14-23]. 
 
Figures 1-3 show some examples of text in images.  
Text in images can be classified into caption text 
(Figure 2), which is artificially overlaid on the 
image, or scene text (Figure 3), which exists 
naturally in the image. Some researchers like to use 
the term ‘graphics text’ for scene text, and 
‘superimposed text’ or ‘artificial text’ for caption 
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text [24, 25]. It is well known that scene text is 
more difficult to detect and very little work has 
been done in this area. In contrast to caption text, 
scene text can have any orientation and may be 
distorted by the perspective projection. Moreover, it 
is often affected by variations in scene and camera 
parameters such as illumination, focus, motion, etc. 
Page layout analysis usually deals with document 
images

 
(Figure 1). Readers may refer to papers on 

document segmentation/analysis [26, 27] for more 
examples of document images. Although images 
acquired by scanning book covers, CD covers, or 
other multi-colored documents have similar 
characteristics as the document images (Fig. 2)  
 
1.2. Properties Of Text In Images 
Texts usually have different appearance changes 
like font, size, style, orientation, alignment, texture, 
color, contrast, and background [28]. All the 
changes will make the problem of automatic text 
extraction become complicated and difficult. There 
are many researchers who have devoted themselves 
 
 

 
 

Figure 1: Document Images 
 

 
 

Figure 2:   Caption Text Images 
 

 

 
 

Figure 3: Scene Text Images 
 
to investigating different methods for tackling the 
above problems[28-34]. Text in images can exhibit 
many variations with respect to the following 
properties:  
 
Geometry:  
 

Size: Although the text size can vary a lot,  
assumptions can be made depending on 
the application domain.  

 
 Alignment: The characters in the caption text 

appear in clusters and usually lie 
horizontally, although sometimes they 
can appear as non-planar texts as a result 
of special effects. This does not apply to 
scene text, which can have various 
perspective distortions. Scene text can be 
aligned in any direction and can have 
geometric distortions (Fig. 4).  

 
Inter-character distance: characters in a text  

line have a uniform distance between 
them.  

 
Color: The characters in a text line tend to have the 

same or similar colors. This property makes it 
possible to use a connected component-based 
approach for text detection. Most of the 
research reported till date has concentrated on 
finding ‘text strings of a single color 
(monochrome)’. However, video images and 
other complex color documents can contain 
‘text strings with more than two colors 
(polychrome)’ for effective visualization, i.e., 
different colors within one word.  

 
 Motion: The same characters usually exist in 

consecutive frames in a video with or without 
movement. This property is used in text 
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tracking and enhancement. Caption text usually 
moves in a uniform way: horizontally or 
vertically. Scene text can have arbitrary motion 
due to camera or object movement.  

 
 Edge: Most caption and scene text are designed to 

be easily read, thereby resulting in strong edges 
at the boundaries of text and background.  

 
Compression: Many digital images are recorded,  

transferred, and processed in a compressed    
format. Thus, a faster TIE system can be 
achieved if one can extract text without 
decompression.  

 
1.3. Text Information Extraction (Tie) 
A TIE system receives an input in the form of a still 
image or a sequence of images. The images can be 
in gray scale or color, compressed or un-
compressed, and the text in the images may or may 
not move. The TIE problem can be divided into the 
following sub-problems: (i) detection, (ii) 
localization, (iii) tracking, (iv) extraction and 
enhancement, and (v) recognition (OCR)  
 
Text detection refers to the determination of the 
presence of text in a given frame (normally text 
detection is used for a sequence of images).  
 
Text localization is the process of determining the 
location of text in the image and generating  
bounding boxes around the text.  
 
Text tracking is performed to reduce the processing 
time for text localization and to maintain the 
integrity of position across adjacent frames. 
Although the precise location of text in an image 
can be indicated by bounding boxes, the text still 
needs to be segmented from the background to 
facilitate its recognition. This means that the 
extracted text image has to be converted to a binary 
image and enhanced before it is fed into an OCR 
engine.  
 
Text extraction is the stage where the text 
components are segmented from the background.   
 
Text Enhancement of the extracted text components 
is required because the text region usually has low-
resolution and is prone to noise. Thereafter, the 
extracted text images can be transformed into plain 
text using OCR technology.  
 
 
 

1.4. Scope And Discussion 
With rapid developments in text extraction 
techniques, several papers have been reported in the 
literature. Chen et al. [35] , Jung et al. [36]  and 
Jing et al. [37] have presented comprehensive 
surveys of the text extraction approaches for images 
and videos in the recent years. This paper 
concentrate on the techniques and challenges 
proposed for text extraction in complex images and 
to summarize and discuss the recent progress in this 
research area. 
 
The rest of the paper is organized as follows: 
Recent techniques for text extraction are reviewed 
in Section 2. Section 3 describes performance 
evaluation of text extraction methods. Section 4 
includes a few new applications of text extraction 
techniques. Section 5 presents summary and 
conclusions.  
 
2. TEXT EXTRACTION TECHNIQUES 
 

Text extraction in images includes five 
stages, among which text detection and text 
localization are closely related and more 
challenging stages which attract the attention of 
most researchers. The goal of the two stages is to 
generate accurate bounding boxes of all text objects 
in images and video frames and provide a unique 
identity to each text. In this section, the recent 
techniques focused on text detection and 
localization are reviewed and then the results are 
discussed. 
 
2.1 Region -Based Technique 
Region-based methods use the properties of the 
color or gray-scale in a text region or their 
differences with the corresponding properties of the 
background.  This method uses a bottom-up 
approach by grouping small components into 
successively larger components until all regions are 
identified in the image. A geometrical analysis is 
needed to merge the text components using the 
spatial arrangement of the components so as to 
filter out non-text components and mark the 
boundaries of the text regions.  
 
Leon [37] presented a method for caption text 
detection. It included in a generic indexing system 
dealing with other semantic concepts which are to 
be automatically detected. To have a coherent 
detection system, the various object detection 
algorithms use a common image description. The 
author proposed the image description is a 
hierarchical region-based image model and 
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introduced the algorithm for text detection. This 
algorithm is divided into three phases:  
 
1. Text candidate spotting:  an attempt to separate 
text from background is done. 
2. Text characteristics verification: where text 
candidate regions are grouped to discard those 
regions wrongly selected.  
3. Consistency analysis for output: where regions 
representing text are modified to obtain a more 
useful character representation as input for an OCR. 
 
This technique takes advantage of texture and 
geometric features to detect the caption text. 
Texture features are estimated using wavelet 
analysis and mainly applied for Text candidate 
spotting. In turn, Text characteristics verification is 
basically carried out relying on geometric features, 
which are estimated exploiting the region-based 
image model. Analysis of the region hierarchy 
provides the final caption text objects. The final 
step of Consistency analysis for output is performed 
by a binarization algorithm that robustly estimates 
the thresholds on the caption text area of support. 
Results are shown by step wise in the Figure 4. 
 
Karin[38] approached a method for automatic text 
location and identification on colored book and 
journal cover. To reduce the amount of small 
variations in color, a clustering algorithm is applied 
in a preprocessing step. Two methods have been 
developed for extracting text hypotheses. One is 
based on a top-down analysis using successive 
splitting of image regions. The other is a bottom-up 
region growing algorithm. The results of both 
methods are combined to robustly distinguish 
between text and non-text elements. Text elements 
are binarized using automatically extracted 
information about text color. The binarized text 
regions can be used as input for a conventional 
OCR module. The proposed method is not 
restricted to cover pages, but can be applied to the 
extraction of text from other types of color images 
as well. 
 
Debapratim [[39] described the bottom-up approach 
of Line Segmentation from handwritten text. In this 
method, first the picture is divided of   into small 
squares of height 10 pixels and width 10 pixels. If 
50% of the square box is filled up with black pixels 
then the total square is filled with black pixels. In 
this way graphically smooth image is found. Then, 
the height of the smoothed components is found.  
Depending on the height and the position 

information these smoothed blocks are joined to get 
the individual lines. 
 

 

     
 

Figure 4:   Stepwise Results of Text detection 
(Leon [37]) 

                        
 
2.2. Edge Based Technique 
Edges are a reliable feature of text regardless of 
color/intensity, layout, orientations, etc. Edge 
strength, density and the orientation variance are 
three distinguishing characteristics of text 
embedded in images, which can be used as main 
features for detecting text. Edge-based text 
extraction algorithm is a general-purpose method, 
which can quickly and effectively localize and 
extract the text from both document and indoor/ 
outdoor images.  
 
Xiaoqing Liu[40]  method consists of three stages: 
candidate text region detection, text region 
localization and character extraction.  In the first 
stage, the magnitude of the second derivative of 
intensity as a measurement of edge strength is used, 
as this allows better detection of intensity peaks 
that normally characterize text in images. The edge 
density is calculated based on the average edge 
strength within a window. Considering 
effectiveness and efficiency, four orientations (0o, 
45o, 90o, 135o) are used to evaluate the variance of 
orientations, where 0o denotes horizontal direction, 
90o denotes vertical direction, and 45o and 135o are 
the two diagonal directions.  Edge detector is 
carried out by using a multiscale strategy,  where 
the multiscale images are produced by Gaussian 
pyramids after successively applying low-pass filter 
and down-sample the original image reducing the 
image in both vertical and horizontal directions.  In 
the second stage, characteristics of clustering can be 
used to localize text regions. In the third stage, the 
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existing OCR engine where used.  This can only 
deal with printed characters against clean 
backgrounds and cannot handle characters 
embedded in shaded, textured or complex 
backgrounds. Results are shown in the Figure 5.  
 

 
    (a) Original Image (b) Extracted Text 
     

Figure 5:  Object label image with different font 
sizes, colors and orientational alignments (a) 
Original images (b) Extracted text (Xiaoqing 

Liu[40]) 
 
Xin Zhang [41] used the color and edge features to 
extract the text from the video frame. In this work, 
two methods are combined, called color-edge 
combined algorithm, to remove text background. 
One of the combined methods is based on the 
exponential changes of text color, called Transition 
Map model, the other one uses the text edges of 
different gray level image. After removing complex 
background, text location is determined using the 
vertical and horizontal projection method. This 
algorithm is robust to the image with multilingual 
text. To improve the efficiency of this method, the 
edge feature is added to remove background and 
then edge detection is performed on each color 
image using Canny operator and some Morphology 
operation. Finally the background of text is 
removed with the help of Transition Map model. 
 
2.3.Morphological Based Technique 

Mathematical morphology is a topological 
and geometrical based approach for image analysis. 
It  provides powerful tools for extracting 
geometrical structures and representing shapes in 
many applications. Morphological feature 
extraction techniques have been efficiently applied 
to character recognition and document analysis.  It 
is used to extract important text contrast features 
from the processed images. The feature is invariant 
against various geometrical image changes like 
translation, rotation, and scaling. Even after the 
lighting condition or text color is changed, the 
feature still can be maintained. This method works 
robustly under different image alterations.  

Jui-Chen Wu [42] presented a morphology-based 
text line extraction algorithm for extracting text 
regions from cluttered images. First of all, the 
method defines a novel set of morphological 
operations for extracting important contrast regions 
as possible text line candidates. In order to detect 
skewed text lines, a moment-based method is then 
used for estimating their orientation. According to 
the orientation, an x-projection technique can be 
applied to extract various text geometries from the 
text-analogue segments for text verification. 
However, due to noise, a text line region is often 
fragmented into different pieces of segments. 
Therefore, after the projection, a novel recovery 
algorithm is then proposed for recovering a 
complete text line from its pieces of segments. 
After that, a verification scheme is then proposed 
for verifying all extracted potential text lines 
according to their text geometries.  In order to 
analyze the performance of this approach, an image 
database including 100 images was used for testing. 
After testing this method, these images have 
various appearance changes like contrast changes, 
complex backgrounds, lightings, different fonts, 
and sizes. Figure 6 shows the results of text line 
detection in different images with different 
alterations.  
 

 
 

Figure 8:    Results of text line detection 
 

 
Rama Mohan[43] performed the edge detection 
operation using the basic operators of mathematical 
morphology. Using the edges the algorithm has 
tried to find out text candidate connected 
components. These components have been labeled 
to identify different components of the image. Once 
the components have been identified, the variance 
is found for each connected component considering 
the gray levels of those components. Then the text 
is extracted by selecting those connected 
components whose variance is less than some 
threshold value. 
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2.4. Texture-Based Technique 
Texture-based methods use the observation that text 
in images have distinct textural properties that 
distinguish them from the background. The 
techniques based on Gabor filters, Wavelet, FFT, 
spatial variance, etc. can be used to detect the 
textural properties of a text region in an image. 
 
Chu Duc[44] presented a novel texture descriptor 
based on line-segment features for text detection in 
images and video sequences, which is applied to 
build a robust car license plate localization system. 
Unlike most of the existing approaches which use 
low level features (color, edge) for text / non-text 
discrimination, the aim is to exploit more accurate 
perceptual information. A – scale and rotation 
invariant - texture descriptor which describes the 
directionality, regularity, similarity, alignment and 
connectivity of group of segments are proposed. An 
improved algorithm for  feature extraction based on 
local connective Hough transform has also been 
investigated. 
 
Kwang [45] used a novel texture-based method for 
detecting texts in images. A support vector machine 
(SVM) is used to analyze the textural properties of 
texts. No external texture feature extraction module 
is used; rather, the intensities of the raw pixels that 
make up the textural pattern are fed directly to the 
SVM, which works well even in high-dimensional 
spaces. Next, text regions are identified by applying 
a continuously adaptive mean shift algorithm 
(CAMSHIFT) to the results of the texture analysis. 
The combination of CAMSHIFT and SVMs 
produces both robust and efficient text detection, as 
time-consuming texture analyses for less relevant 
pixels are restricted, leaving only a small part of the 
input image to be texture-analyzed. The 
performance criterion was the classification 
accuracy of the SVMs for text and nontext patterns 
rather than the overall text detection results. For 
this purpose, 100 training images were divided into 
two different classes of 70 training images and 30 
validation images from which training patterns and 
validation patterns were collected, respectively. The 
SVMs were then trained using the training patterns 
and tested using the validation patterns. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



Journal of Theoretical and Applied Information Technology 
31st January 2012. Vol. 35 No.2 

 © 2005 - 2012 JATIT & LLS. All rights reserved.                                                                                                                
 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
231 

 

2.5. Listing The Survey Of Text Extraction Using Different Approaches  
A chronological listing of some of the published work on different approaches used for text extraction is 
presented in Table 1. 
 

Technique Author year Title Method 

 
 
 
 
 
 
Region-Based  

Leon [37] 
 
 
 
 
 
Debapratim[39] 
 
 
 
 
Karin[38] 
 

2009 
 
 
 
 
 
2009 
 
 
 
 
2002 

Caption text extraction for 
indexing purposes using a 
hierarchical region-based 
image model  

A Bottom-Up Approach of 
Line Segmentation from 
HandwrittenText 

Identification of Text on 
Colored Book and Journal 
Covers 

hierarchical region-
based 
 
 
 
Bottom-Up Approach 
of Line Segmentation 
 
Clustering, Top-
down successive 
splitting, bottom-up 
region growing 
 

 
 
 
 
 
Edge Based 
 
 
 
 

 
Xin Zhang [41] 
 
 
 
Chowdhury[47] 
 
 
 
Xiaoqing 
Liu[40]   
 

 
2010 
 
 
 
2009 
 
 
 
2006 

 
A Combined Algorithm 
for Video Text Extraction 
 
 
Robust Extraction of Text 
from Camera Images 
 
Multiscale Edge-Based 
Text Extraction From 
Complex Images 
 

 
Transition Map, 
Canny Operator 
 
A novel methodology 
is proposed to 
determine the 
discrete edges around 
the text boundaries 
 
Multiscale Strategy, 
Clustering 
 

 
 
 
 
 
 
Morphological 
Based 
 

 
Rama 
Mohan[43] 
 
 
 
Jui-Chen 
Wu[42] 
 
 
 
 
 
 Yuming[48] 
 

 
2010 
 
 
 
 
2008 
 
 
 
 
 
 
2008 
 
 

 
Text Extraction From 
Hetrogenous Images 
Using Mathematical 
Morphology 
 
Morphology-based text 
line extraction 
 
 
 
Text String Extraction 
from Scene Image 
Based on Edge Feature 
and Morphology 
 

 
Thresholding using 
morphological 
operators 
 
 
A novel set of 
morphological 
operations & an x-
projection technique 
 
 
Mathematical 
Morphology and 
Edge border ratio 
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Texture Based 

Chu Duc[44] 
 
 
 
 
Bassem[46] 
 
 
 
 
Kwang [45] 

2009 
 
 
 
 
 
2006 
 
 
 
 
2003 

Robust Car License Plate 
Localization using a Novel 
Texture Descriptor 
 
A New Approach For 
Texture Features 
Extraction: Application 
For Text Localization In 
Video Images” 
 
 
Texture-Based Approach 
for Text Detection in 
Images Using Support 
Vector Machines and 
Continuously Adaptive 
Mean Shift Algorithm 

Hough transform 
 
 
Hough Transform 
technique combined 
with an extremity 
segment’s 
neighborhood 
analysis 
 
 
SVM and 
CAMSHIFT 

 
Table 1:  Sample survey of  Text Extraction of using different approaches 

 
 
 
3. PERFORMANCE EVALUATION 
 

Performance evaluation of text localization 
and detection using various approaches in TIE and 
highlights of several issues in these evaluation 
methods have been summarized by Jui-Chen 
Wu[42] 
 
Recall Rate is the ratio of the number NumCorrect of 
correct text detected by the algorithm to the total 
number Numactual of actual text appearing in the test 
images, i.e.,  
 
Recall = NumCorrect  /  Numactual. 
 
Precision Rate  is the ratio of the number of text 
correctly detected by the algorithm to the total 
number 
NumDetected of detected text ; that is,  
 
Precision = NumCorrect  / NumDetected. 
 

Several approaches were used for TIE, but 
in this paper recently presented ones, their 
comparison methodologies and results for selected 
four algorithms are listed in Table 2. Each 
algorithm was slightly modified for the sake of 
comparison and the ground truth data was 
generated, frame-by-frame, manually to include 
text box size, position, and orientation angle. The 
evaluation was performed pixel-by-pixel. After 
classifying all the pixels as Correct Detection, 
False Alarm, or Missed Detection, the recall and 

precision rates were calculated for all the 
algorithms, along with approximate processing 
times. 

Technique 
 

Recall rate (%)  Precision 
rate (%) 

Leon [37] 
 
Debapratim[39] 
 
 
Xin Zhang [41] 
 
Xiaoqing 
Liu[40]   
 
Jui-Chen 
Wu[42] 
 
Rama 
Mohan[43] 
 
Chu Duc[44] 
 
Bassem[46] 
 

86.3 
 
92(correctly 
detected) 
 
90.74 
 
96.6 
 
 
95.3  
 
 
 
89 
 
 
96.7 
 
 
96 

86.5 
 
 
 
 
49 
 
91.8 
 
 
99.4 
 
 
 
77.9 
 
1.7 
 
 
2.48 

 
Table 2: Comparison Results  
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4. APPLICATIONS OF TEXT INFORMATION 
EXTRACTION 

 
Text extraction from images finds many 

useful applications in document analysis, vehicle 
licence plate extraction, content based image 
retrieval, text- based image indexing, video content 
analysis, industrial automation etc and many 
applications have become realities in recent years 
[38]. Educational and training video and TV 
programs such as news contain mixed text-picture-
graphics regions. Region classification is helpful in 
object-based compression, manipulation and 
accessibility. Also, text regions may carry useful 
information about the visual content.  
 

 
However, as mentioned earlier,  due to the 

variety of fonts, sizes, styles, orientations, 
alignment effects of uncontrolled illuminations, 
reflections, shadows, the distortion due to 
perspective projection as well as the complexity of 
image background, automatic localizing and 
extracting text is a challenging problem.  
 
5. SUMMARY AND CONCLUSION 
 

Text extraction in images, as an important 
research branch of content-based information 
retrieval and text-based image indexing, continues 
to be a topic of much interest to researchers. A 
large number of newly proposed approaches in the 
literature have contributed to an impressive 
progress of text extraction techniques  Although 
many researchers have already investigated text 
localization, text detection and tracking for images 
is required for utilization in real applications (e.g., 
mobile handheld devices with a camera and real-
time indexing systems). A text-image-analysis, is 
needed to enable a text information extraction  
system to be used for any type of image, including 
both scanned document images and real scene 
images through a video camera. Despite the many 
difficulties in using TIE systems in real world 
applications, the importance and usefulness of this 
field continues to attract much attention. 
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