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ABSTRACT 
 

Microarray sample classification has been studied extensively using classification techniques in machine 
learning and pattern recognition.  In a microarray chip, the number of genes available is far greater than 
that of samples, which is a serious problem and the gene expression reduction, is important one.  Prior to 
sample classification, it is important to perform gene selection and more interpretable genes to be identified 
as biomarkers, so that a more efficient, accurate, and reliable performance in classification can be achieved.  
For this purpose, a hybrid scheme was proposed and this scheme is called as Single Filter – Single Wrapper 
Classifier (SFSW).  In this technique, the Filter approach is used to select the data sets from the large 
Microarray and the Wrapper approach is used to classify the gene expressions from the selected data sets.  
From the available statistical report, it is revealed that the Filter method has a fast dimensionality reduction 
step for selecting a small set of genes at the cost of accuracy and the Wrapper method used for improving 
classification accuracy on this small set of genes at the cost of computational delay.  However this 
approach also has some problems such as different filtered subset leads to complex evaluation.  Hence an 
Efficient Hybrid Classifier called “Multiple-Filter-Multiple-Wrapper Technique” has been proposed with 
improved performance of SFSW.  The use of Multiple Filters with different filter metrics ensures that 
useful biomarkers are unlikely to be screened out in the initial filter stage. The use of Multiple Wrappers is 
intended to optimize the reliability of the classification by establishing consensus among several classifiers. 
However, in this research work, we have identified that the Classification Accuracy of MFMW is poor due 
to the consideration of Indecisive Prediction Status.  Hence, this Research Work is introduced an efficient 
classifier called ICS4-MFMW, which is focusing both the dimensionality reduction and Indecisive Status.  
This work is demonstrated its efficiency in terms of classification accuracy with Sensitivity and Specificity.  
From the result, it is revealed that our proposed work perform better as compared with the existing MFMW 
Classifier.  
Key Words: Microarray, Pattern Recognition, Filter, Wrapper, Classifier, Sensitivity and Specificity 

 
1. INTRODUCTION 

 
 A DNA microarray is a multiplex technology 
[1, 2, 6, 7, 8] used in molecular biology. It consists 
of arrayed series of thousands of microscopic 
spots.  DNA micro array allows us to analyze 
thousands of genes in one experiment.  The DNA 
Micro array technology allows investigators to 
observe simultaneously the expression behaviour 
of all the genes within an entire genome and can 
provide information on gene functions. There are 
many approaches available to select a gene from a 
genome.  The Gene Selection methodology 
[1,3,15] based on Microarray is shown in the 
Figure. 1. 

 

 
 

 
Figure 1 Microarray Gene Selection 
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However, most genes in a microarray give little 
benefits to the sample classification problem. 
Therefore, prior to sample classification, it is 
important to perform gene selection whereby more 
interpretable genes are identified as biomarkers 
[11,13] so that a more efficient, accurate, and 
reliable performance in classification can be 
expected.  There are, in general, two approaches to 
gene selection, namely Filters and Wrappers. 
Although gene selection using Filters are simple 
and fast, the method has several shortcomings, For 
this purpose, a hybrid scheme was proposed and 
this scheme is called as Single Filter – Single 
Wrapper Classifier (SFSW)[1,14].  In this 
technique, the Filter approach is used to select the 
data sets from the large Microarray and the 
Wrapper approach is used to classify the gene 
expressions from the selected data sets.  From the 
available statistical report, it is revealed that the 
Filter method has a fast dimensionality reduction 
step for selecting a small set of genes at the cost of 
accuracy and the Wrapper method used for 
improving classification accuracy on this small set 
of genes at the cost of computational delay.  The 
SFSW approach however has its own difficulties: 
 

• Different Filters yield different filtered 
subsets that may leave out some relevant 
biomarkers which consequently do not 
have a chance to be considered in the 
wrapper evaluation. 

• Different wrappers will select different 
genes from the filtered set despite 
achieving the same training accuracy. 

• Some SFSW models are better than the 
others in terms of attaining the required 
training accuracy. 
 

Hence an Efficient Hybrid Classifier called 
“Multiple-Filter-Multiple-Wrapper Technique” has 
been proposed which improved the performance of 
SFSW.  
  
2.  RELATED WORKS 

 
 In this section, we will describe some filter 

metrics and classifiers. Also, we will illustrate 
some widely used ensemble method and the use in 
incremental induction task. 

  

2.1 Introduction To MFMW 

 MFMW [1,2,5,8] hybrid model is a 
generalization of the SFSW model, which is shown 
in the Figure.2.  This is using multiple filters to 

select genes and then combining them to provide a 
merged filtered subset of genes.  The use of 
multiple filters with different filter metrics ensures 
that useful biomarkers are unlikely to be screened 
out in the initial filter stage.  
 
 The use of multiple wrappers is intended to 
enhance the reliability of the classification by 
establishing consensus among several classifiers. 
As a result, there is some kind of consensus among 
the different classifiers in the wrapper step as to 
which genes should be selected.  Hence, the final 
genes selected can be considered to be more robust 
with a mixture of characteristics that fit several 
wrappers, and are therefore better qualified as 
biomarkers.  
 
 Furthermore, since the MFMW model already 
incorporates the characteristics of multiple filters 
and wrappers, it is no longer necessary to try 
different filter-wrapper combinations in order to 
search for a suitable combination that yields the 
highest classification accuracy.  

 

 
Figure 2 MFMW for gene selection 

 
 This MFMW model provides predictive 
accuracies that are either comparable or better than 
the best existing results obtained using all available 
SFSW methods.  
 
2.2 Filter Metric 
 Gene expression data have thousands of 
features, it is nearly impossible to represent and 
understand their complex relationships directly. 
One way to do so is by filtering, whereby the 
“goodness” of a gene is evaluated by measuring the 
relationship between gene expression and the class 
label using statistical techniques.  In this work, the 
authors Yukyee Leung and et.al. adopt the SNR 
(Signal-to-Noise Ratio) feature selection to reduce 
the dimensionality of the data. Signal-to-noise ratio 
is a measure of how the defected signal compared 
with the other background noise. In bio informatics 
signal refers to useful information conveyed by a 
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gene, and noise to anything else on the gene. Three 
of the most commonly used metrics are  
 

• SNR 
•  TS and 
•  Pearson Correlation Coefficient 

(PC) 
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2.3 Classifier 
 The aim of supervised classification is to 
develop a decision rule to discriminate between 
samples of different classes based on the gene 
expression profile. Discovery of significant 
classification rules to accomplish the classification 
task is suitable for bio-medical research. Two 
widely used classifiers are considered, namely  

• k-NN  and  
• SVM 

 
 k-NN classifies samples based on closest 
training examples in the gene space. All training 
samples are mapped into a multidimensional gene 
space and it is partitioned into regions by class 
labels of the training samples.  The purpose of this 
algorithm is used to classify a new object based on 
training samples. 
 
 Support Vector Machine[1,4,10,12,15] (SVMs) 
is a set of related supervised learning methods that 
analyze data and recognize patterns, used for 
classification. Support Vector Machine (SVM) is a 
non-linear classifier method which is often 
reported as producing better classification results 
compared to other methods.  The main idea of this 
method is to non-linearly map the input sample 
data to some high dimensional space, where the 
data can be linearly separated, thus providing 
higher classification (or regression) accuracy. SVM 
then automatically discovers the optimal separating 
hyper plane. SVMs are rather interesting in that 
they enjoy both a sound theoretical basis as well as 
state-of-the-art success in real-world applications. 
 

 2.4 Decision Tree Induction 
 Decision trees are usually used for gaining 
information for decision making. For inductive 
learning, decision tree is attractive for the 
following reasons: 
 

• Decision tree is good for unobserved instance, 
only if the instances are described in terms of 
features that are correlated with the target 
concept.  

• The decision tree methods are efficient in 
computation that is proportional to the number 
of observed training instances. 

• The result of decision tree provides a 
representation of the concept that 
understandable to human. The two types of 
algorithms used in decision trees are 
incremental and non – incremental decision 
trees. 

 Non Incremental decision algorithm is a type of 
decision tree algorithms which derives its classes 
from a fixed set of training instances. The various  
non–incremental Classifiers are ID3, C 4.5 and 
C5.0. These classifiers can’t be used to improve the 
accuracy.  Thus Incremental Decision Trees are 
built, which are giving higher accuracy.  A few 
Incremental Decision Trees are ITI and ICS4.  

2 3.  IDENTIFIED PROBLEMS 
 
 From the Previous Section, it is observed that 
various Classification Mechanisms such as kNN, 
SVM, ITI, MFMW and ICS4 have been proposed 
to improve the performance of classification 
accuracy.  The Multiple Filter Multiple Wrapper 
(MFMW) approach is intended to optimize the 
classification accuracy and from our experimental 
results, it is observed that this MFMW achieves 
higher accuracy.  This MFMW however considers a 
few indecisive status.  ie this MFMW couldn’t 
classify either as True Negative or True positive for 
few samples, instead it is classifying those samples 
as indecisive.  This is the major drawback and issue 
of this system.  Thus this research work introduced 
an efficient classifier called ICS4-MFMW, which is 
improving the classification accuracy of MFMW.  

 

4.  PROPOSED TECHNIQUE 

 As stated in the previous section, to overcome 
the identified problem of MFMW, this work is 
introduced an efficient hybrid new classification 
method called ICS4-MFMW which improved the 
classification accuracy in terms of Specificity and 
Sensitivity. 
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4.1 Use of Cascading-and-Sharing method in   
Incremental Tree Induction with MTMW 
 Among many classification approaches, using 
classification rules derived from the decision tree 
induction may helpful to perform this work and 
previous studies show that it is powerful. We 
define a rule as a set of conjunctive conditions with 
a predictive term.  The general form of rules is 
presented as:  
 
IF condition1 & condition2 & ... & conditionm, 
THEN a predictive term 
 
 The predictive term in a rule refers to a single 
class label. For useful clinical diagnosis purpose, 
using those rules we can address issues in 
understanding the mechanism of a disease and 
improve the discriminating power of the rules. A 
significant rule is one with a largest coverage 
which the coverage satisfies a given threshold.  For 
example, the given threshold is 60%, if one rule’s 
coverage is larger than 60% then it is called 
significant rule.  However, using traditional 
ensemble method to build and refine the tree 
committee and derive significant classification 
rules is still impossible.  So, this work is taken the 
concept of ICS4, which is a new incremental 
decision learning algorithm which uses the 
skeleton of ITI and accepts the cascading and 
sharing ensemble method of CS4 to break the 
constraint of singleton classification rules by 
producing many significant rules from the 
committees of decision trees and combine those 
rules discriminating power to accomplish the 
prediction process.   
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 Based on this idea, this work is implemented 
the  ICS4 with MFMW and MFMW separately.  
This software framework of this work has been 
developed with Java Programming Language and 
BioWEKA and it has the following features and 
modules.  

• Gene/Cancer classification, which is used 
to find Cancer Pattern. 

• Cancer Intensity Prediction, which is used 
to measure the Accuracy and Error Rate 
of this proposed and existing system.   

 For the Gene Classification[9], this work 
constructed Confusion Matrix for both the 
MFMW-SVM and  MFMW-ICS4.  From the 
confusion matrix, the Specificity, Sensitivity, 
Accuracy Rate and Error rate have been calculated.  
For measuring accuracy rate and Error Rate, the 
following mathematical model is used.  
 

Accuracy Rate =    
NPNP

NP

FFTT
TT
++
+

  ………. (4) 

 

Error Rate        =  
NPNP

NP

FFTT
FF
++
+

   ……….. (5) 

 

4.2 Performance Analysis 
 This work studied for both the existing and 
proposed technique thoroughly.  For study, our 
work used DNA microarray data sets that have 
been used in the diagnosis of COL62 cancer. 
For this experiment, this work has taken 18 normal 
data sets and 18 tumor data sets and each 
containing 7457 data. 

 The predicted results of MFMW-SVM 
classifier and MFMW-ICS4 classifiers are shown 
in the  
Figure 3 and Figure 4.  The MFMW-SVM is 
compared the MFMW-ICS4 for the Cancer Pattern 
COL62 with the corresponding Normal Pattern and 
the classification accuracy of these classifiers have 
been shown in the Figure 5. 

 

Figure 3   Gene Classification using MFMW-SVM 
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Table 1 : Classification Accuracy and Error Rate 

 
The confusion matrix of MFMW-SVM and 
MFMW-ICS4 Classifiers are shown in the Figure 6 
and Figure 7.   The Accuracy Rate and Error Rate 
of the proposed Classifier are compared with 
existing classifier MFMW-SVM which is shown in 
the  
Table 1. 

 

Figure 4 Gene Classification using MFMW-ICS4 
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Figure 5 Comparison of Accuracy of MFMW-SVM 
and MFMW-ICS4 

 

 
Figure 6  Confusion matrix of MFMW-SVM 

 

 
Figure 7 Confusion Matrix ICS4 

 
 

 The performance of the MFMW-SVM and our 
proposed Classifier, MFMW-ICS4 is measured 
interms of Classification Accuracy and Error Rate, 
which are shown in the Figure.5.  From our 
experimental result, it is revealed that our proposed 
work giving more accuracy in terms of sensitivity, 
specificity, Accuracy and Error Rate as compared 
with existing.      

5. CONCLUSION 
 

    Microarray sample classification has been 
studied extensively using MFMW-SVM and 
MFMW-ICS4. From our experimental result, it is 
established that our proposed work achieves high 
classification accuracy interms of Sensitivity, 
Specificity, Accuracy and Error Rate. 
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