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ABSTRACT 
 

There are so many methods of pattern recognition for a dataset, but some datasets are special! KDDCUP 99 
dataset have some properties that can help us to do a better pattern recognition. For example there are many 
unused future that can be omitted in some manner, moreover when we want to do pattern recognition for a 
particular goal such as finding attacks we can find the relevant futures for any attack by information theory 
and just use these futures to detect attacks. we do pattern recognition for any attack by a simple way and 
after all we combine these results to deduce the final result.  
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1. INTRUSION DETECTION SYSTEMS 
 
An intrusion detection system (IDS) is a software, 
hardware or combination of both for detecting 
anomaly acts and intruder activities.  
In other words ids do Monitoring and analysis of 
user and system activity, Auditing of system 
configurations and vulnerabilities, Assessing the 
integrity of critical system and data files, 
Statistical analysis of activity patterns based on 
the matching to known attacks, Abnormal activity 
analysis and Operating system audit[19]. 
An IDS consists of several components: 
1- Sensors which generate security events 
2- Console to monitor events and alerts 
3- Engine that record events in a database and 

uses some rules to generate alerts 
We have two types of ids that can be setting up on 
a network. 
1- Network Based IDS (NIDS) which used 

more. This IDS detect attacks by capturing 
and analyzing network packets  

2- Host Based IDS (HIDS) which monitors and 
analysis the internals of a computing system 
rather than on its external interfaces. 

 
2. KDD CUP DATASET 
 
The KDD Cup '99 dataset was created by 
processing the tcpdump portions of the 1998 
DARPA Intrusion Detection System (IDS) 

Evaluation dataset, created by Lincoln Lab under 
contract to DARPA. This data sets is about 5 
million record as  
0,tcp,private,S0,0,0,0,0,0,0,0,0,0,0,
00,tcp,http,SF,334,1684,0,0,0,0,0,1,0
,0,0,0,0,0,0,0,0,0,1,9,0.00,0.00,0.00
,0.00,0.33,0,0,0.00,0.00,0.00,0.00,0.
00,0.00,0.00,0.00, normal. 

, Where the last array is the type of attack. If we 
set all of this data in a set then we have a matrix 
by dimension 425000000× .Our propose is that 
by a part of this data decide a new data is normal 
or attack(and at the next which attack). In other 
words we want to recognizing patterns in this 
dataset. By this view we want to do a pattern 
recognition method on this set. 
This data set has some really good properties 
which help us to gain a better result. At first we 
want to skim these properties. 
Each column of dataset related to a future. We can 
see the name of each column respectively in the 
(table 1). 

The last column of our dataset is the type of attack. 
If it is not an attack then we write in 42-th column 
normal, otherwise we write the name of that attack 
in it. Attacks fall into four main categories:  

• DOS: denial-of-service, e.g. syn flood; 
• R2L: unauthorized access from a remote 

machine, e.g. guessing password; 
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• U2R: unauthorized access to local super 
user (root) privileges, e.g., various ``buffer 
overflow'' attacks; 

• Probing: surveillance and other probing, 
e.g., port scanning. 

Table 1: future names and their positions 
feature name  feature name  

is_guest_login (s) 22 duration (c) 1 

Count (c) 23 protocol_type: (s) 2 

srv_count (c) 24 service (s) 3 

serror_rate (c) 25 flag (s) 4 

srv_serror_rate (c) 26 src_bytes (c) 5 

rerror_rate (c) 27 dst_bytes (c) 6 

srv_rerror_rate (c) 28 land (s) 7 

same_srv_rate (c) 29 wrong_fragment (c)8 

diff_srv_rate (c) 30 urgent (c) 9 

srv_diff_host_rate (c) 31 hot (c) 10 

dst_host_count (c) 32 num_failed_logins (c)11 

dst_host_srv_count (c) 33 logged_in (s) 12 

dst_host_same_srv_rate (c)34 num_compromised 
(c) 

13 

dst_host_diff_srv_rate (c) 35 root_shell (c) 14 

dst_host_same_src_port_rate36 su_attempted (c) 15 

(c) 37 num_root (c) 16 

dst_host_srv_diff_host_rate38 num_file_creations 
(c) 

17 

(c) 39 num_shells (c) 18 

dst_host_serror_rate (c) 40 num_access_files (c)19 

dst_host_srv_serror_rate (c)41 num_outbound_cmds 
(c) 

20 

  is_host_login (s) 21 

 
One can find some further information about 

attacks in [6, 7 and 8]. Every attacks effect just on 
some futures. One can ask that we it will be 
understood if we do a pattern recognition method, 
but we can answer this by telling that we use this 
we use it before pattern recognition not after and 
this help the method to do a better work. 

We want to detect these attacks in a well manner. 
There are so many articles [10-18] that trying to do 
a better approach, but up to day we can`t find a 
perfect way to do detecting attacks without any 
error, hence every one want to do design a better 
way by less error and time for detecting attacks. 

3. INFORMATION GAIN 
 

In [4] we see what the information of a future is. 
Let S be a set of training set samples in m classes 
and the training set contains si samples of class I 
and s is the total number of samples. Expected 
information needed to classify a given sample is 
calculated by 

( ) ∑ ⎟
⎠
⎞

⎜
⎝
⎛−=

m
ii

m s
s

s
ssssI

1
21 log,...,,  

A feature F with values { f1, f2, …, fv } can divide 
the training set into v subsets { S1, S2, …, Sv } where 
Sj is the subset which has the value fj for feature F. 
Furthermore let Sj contain sij samples of class i. 
Entropy of the feature F is 
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Information gain for F can be calculated as: 

( ) ( ) ( )FEssIFGain m −= ,...,1 . 
In the following table we see the most related 

futures to any attacks.  

Table 2: attacks and related futures 

 Attcks Related 
futures 

1 buffer_overflow. 1,3,6 
2 Loadmodule 1,3 
3 perl. 14 
4 neptune. 38,39
5 smurf. 2,3 
6 guess_passwd. 11 
7 pod. 8
8 teardrop. 2,3,23 
9 portsweep. 3,4,5,23

10 ipsweep. 2,3,32
11 land. 4,23,32
12 ftp_write. 9,23 
13 back. 1,5,6
14 imap. 39,3
15 Satan 1,2,3,23 
16 phf. 14 
17 nmap. 2,3,4,5 
18 Multihop 6,13,23 

 
We can see the schematic of this machine as 

follow 

Now by this tool we can gain some relation 
between any future and attacks. Some attacks just 
effect on a few future. We can divide our machine 
to parallel machines and any machine decides just 
for one attack. 

4. NORMALIZING DATASET 
 

It is better to normalize our dataset to gain a 
better estimation. We work offline; hence without 
loss of generality we can normalize all data. We use 
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the following algorithm to normalizing real value 
data: 

( )
( )

( )⎪⎩

⎪
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⎧ >

=
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1  

Where ( )FMax  is estimating maximum 
amount of future F . We neglect the outlier values, 
hence ( )FMax  is not exactly the maximum of the 
future F . For other columns that haven’t real 
value, we assign a number between 0 and 1 in a 
uniform way. For example if a future have 

1+n string values, then we assign 1,...,2,1,0
nn

 

to each value respectively. 

5. OUR METHOD 
 

After calculating related futures for any attacks, 
we should take a looking at data. We partition data 
to 50 parts and studding the real relations between 
futures and attacks. Every time we sort data 
according to a future, then if it partition attacks in a 
good manner then it can be added to the related 
futures. After all if one future does not separate a 
special attack, then we remove this future from 
related futures. 

 

Table 3 attacks and related norms 

 attack Related 
future 

Related 
norm 

1 buffer_overflow. 1,3,6 inf
2 loadmodule 1,3 inf
3 perl. 14 2 
4 neptune. 38,39 2 
5 smurf. 2,3 inf
6 guess_passwd. 11 2 
7 pod. 8 2 
8 teardrop. 2,3,23 inf
9 portsweep. 3,4,5,23 inf

10 ipsweep. 2,3,32 inf
11 land. 4,23,32 inf
12 ftp_write. 9,23 inf
13 back. 1,5,6 inf
14 imap. 39,3 2 
15 satan 1,2,3,23 inf
16 phf. 14 2 
17 nmap. 2,3,4,5 inf  
18 multihop 6,13,23 inf

 

Now we have some futures for every attack. For 
i-th attack we construct a machine Mi which 
decides whether it is i-th attack or not? 

In our procedure we use a simple method to gain 
a pattern for any attack. In our sample we calculate 
the mean of related futures for normal state and i-th 
attack state. We show these means im  and iNm ,  
respectively. Now we can gain a parameter s  
where determine the type of our partitioning. We 
can gain this parameter by practice or by a machine 
learning methods. These parameters have showed 
in the 4-th column of (table 3). Now if a data is 
closer to im  than iNm , we say that it is an attack of 

type i . If for all 19,...,2,1=i  it is not an attack of 
type i  then we say that it is in normal state. 

6. ALGORITHM 
 

We can see sketch of our method in the 
following algorithm 

 

1.  j=1 

2.  Normalize j-th row and replace on x 

3.  Divide x to s part xi (this part is not 
essentially distinct. 

4.  For any i, i-th machine Mi precede xi. if it 
is the i-th attack then alarm  

5. if for all I it don’t alarm then it is a normal 
data 

6. j=j+1 

7. Go to 1 if any data remained. 

For example the 2-th machine 2M  doing a 
calculation as follows 

[ ] [ ]
1)2(

/),(),(),(),( 3,31,33123,31,3312

=

−<−

dthen
hnnxxnormttxxnormif  

Where jit ,  is the mean of j-th column in which 
their state is the i-th attack. In these calculations 
h is a constant that can be optimized to give a 
better algorithm. By practice we assign 5 to h . One 
can obtain better value for this parameter by 
machine learning methods. 
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7. RESULTS  
 
In general we have two type of error.  

• False positive error 
• False negative error 

A false positive, occurs when a statistical test 
rejects a true null hypothesis and false negative, 
occurs when the test fails to reject a false null 
hypothesis.  

The false negative error is a dangerous error. Just 
imagine that a hacker hurt the system and we can't 
understand this. If there is no option we prefer to 
reduce false negative than false positive.  

The machine learning methods often have big 
rate of false positive error, because dataset values 
are distributed and sporadic. 

We compare mentioned methods that have run in 
MATLAB, with similar methods in the following 
table.  

False 
negative error 

False 
positive error Methods 

2.252.3 Em 
035k-mean 

12.626.8 x-mean 
019.8 Fcm 
034Sib 

0. 120Our method 
Table 4 comparing methods 

 
In complexity, our method is very good Because 

of its simple calculations. (it has eighteen 2-
clustering) 

8. CONCLUSION 
 
We can itemize some conclusions as follow: 
 

• Our method recognizes attacks well and the 
most of error accord when normal data 
assumed as neprune. Or smurf. We can 
develop the method so that have less error 
on recognizing mentioned attacks (neprune. 
& smurf.) We can achieve this by machin 
learning methods or neural networks. 

• We use a simple 2 clustering in our 
method. One can use some better or faster 
methods in any part of data to enhance 
results. 
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