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ABSTRACT 
 

The Internet or distributed computing has evolved from a simple file sharing mechanism to data source 
sharing and dynamic services. This evolution has made data source sharing an urgent necessity at the 
present time. Therefore, we should benefit from distributed data sources that are spread across a network 
and address current data sharing challenges, which include masking the heterogeneity between data 
sources, and between disparate clients and different communication protocols and formats. In the recent 
past, efforts have been made by researchers and private companies to propose approaches for accessing 
remote, heterogeneous and autonomous data sources to share them across a network. Other efforts are 
looking at these approaches and concepts with the aim of developing applications in both centralized and 
decentralized environments to provide uniform access to and sharing of data sources. In this paper, we 
review four data sharing approaches that have been proposed, namely Transaction Processing Monitors, 
Tuplespace, Resource Description Framework and Data Service Approach. For each approach, we will 
present its architecture, limitations and problems, as well as applications that have been developed based on 
its concepts. Moreover, the most important open problems related to data sharing systems are briefly 
highlighted. 
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1. INTRODUCTION 
 
In distributed computing, data is the lifeblood of 
business enterprises and private users, especially 
data stored in heterogeneous and autonomous data 
sources. Additionally, many scientific researches 
are achieved through the analysis of large amounts 
of scientific data retrieved from multiple data 
sources. Sharing existing data sources across 
network make us take advantage of the enterprise 
data stored in these sources and open-up the 
opportunity to integrate data from multiple data 
sources to gain the holistic understanding about 
data integration. Therefore, the demand of data 
sources sharing in distributed computing is more 
important now than ever before. 

 
By sharing and integrating heterogeneous data 
sources, the following benefits become gain as 
follows [1]:  
• Eliminates data sources heterogeneity 
• Provides valuable resources, which are data 

sources that available for users 
• Accesses and retrieves data from multiple data 

sources at the lowest cost and short time 
• Promotes innovation and potential new data 

uses 
• Leads to new collaborations between data 

providers and data consumers in distributed 
computing 
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The proposed approaches, Transaction Processing 
Monitor (TPM) [2], Tuplespace [3], Resource 
Description Frameworks (RDF) [4] and Data 
Service Approach (DSA) [5], attempt to achieve 
this type of data sharing in different ways. These 
approaches differ in the way they deal with the 
challenges that face users and companies during the 
development of data sharing systems. However, 
data sharing approaches realize data locked into 
heterogeneous data sources and make them 
available for users to share and exchange in 
distributed manner. Implementation of these 
approaches in centralized and decentralized 
environments produce different applications that 
attempt to provide a comprehensive solution for 
data sharing and to address relevant aspects and 
challenges. These applications can be classified 
generally into proprietary applications, which 
require licenses for use, or open-source 
applications, which are available free for use and 
allow the use to modify source-code. From an 
implementation perspective, these data sharing 
approaches may suffer from some limitations and 
problems that make development of applications 
using one approach easier and more useful in 
certain respects than the other approaches. In 
addition, other related aspects should be considered 
when selecting an appropriate approach for 
developing an application. 
 
So far,  the current researches did not mention 
these approaches in one research. Hence, these 
researches described approaches of data sharing 
separately without in-depth review and 
comprehensive study. In addition, most of these 
researches ignore review almost applications that 
have been developed to implement concepts found 
in these approaches. In this paper, we review and 
explain in detail approaches of data sharing that 
have been proposed during the last decade, and 
related challenges, problems and limitations for 
each one. In addition, we present applications that 
have been developed based on these approaches to 
share data stored in heterogeneous data sources. 
 
The remainder of this paper is structured as follows. 
Section 1 gives an introduction to the importance of 
data, share this data and data sharing approaches in 
distributed computing. Sections 2, 3, 4 and 5 each 
review one approach to data sharing in detail, 
including the architecture, some limitations and 
problems in the approach, and existing applications 
that have been developed during the last decade. 
Finally, we present a discussion of these approaches 

as well as a brief overview of the most common 
open problems and a conclusion. 

 

2. TRANSACTION PROCESSING 
MONITORS 

 
A TPM provides an infrastructure for building and 
administering complex transaction processing 
systems with a large number of clients and multiple 
servers[6]. In other words, it considers a standard 
interface that provides functions to process and 
execute queries among distributed components. 
TPM supports mainly services for submitting user 
queries, routing them through servers for 
processing, coordinating the two-phase commit 
when transactions are running over multiple servers 
and ensuring that each transaction satisfies the 
Atomicity, Consistency, Isolation and Durability 
(ACID) properties [2]. These properties guaranty 
the database's consistency over time and guard 
against hardware and software errors [6]. 

As a database middleware, TPM provides a set of 
tools and an environment to develop and deploy 
applications that retrieve data from multiple 
Database Management Systems (DBMSs) 
distributed over a network. This role discharges the 
DBMSs from managing data consistency and 
correctness. However, using the tools provided 
make integration an easy process because the 
functionality is directly supported by the TPM [2]. 
TPM is independent of the persistent layer 
(databases). It supports flexible and robust business 
modeling and designs that allow modular, reusable 
routines and Application Programming Interfaces 
(APIs) to be added to support other components [7]. 
Moreover, the flexibility of TPM architecture 
allows adding and modifying components in a 
distributed system. 

There are three alternative TPM technologies, 
which are as follows [7]: 

• TPM technology is session based 
TPM treats transactions that come from users 
as messages [7]. The single server provides the 
services of both database and transaction 
processing. The session server sends messages 
to the user to ensure it is still alive until 
processing and executing the query and 
sending back the result. 

• TPM technology is remote data access 
Remote data access centers allow users to 
communicate with back-end database servers 
[7]. 
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• TPM technology is the database approach 
TPM provides functions to a specific database 
and its architecture is locked to that database 
system [7]. 

Finally, TPM addresses the problems of sharing 
data from enterprise repositories, providing 
interfaces and ensuring the ACID properties [2]. In 
addition, it infers the functions of transaction 
manager, which are locking, scheduling, logging 
and recovery, and controls the execution of 
distributed transactions. Furthermore, TPM may 
perform load-balancing techniques to enhance 
performance and throughput [2]. TPM provides a 
set of administrative tools for administrative 
functionalities [2]. 

 

2.1 Architecture Of TPM 

The general architecture of TPM provides an 
abstract interface that allows developers and 
programmers to adapt and implement it according 
to specific application needs. The TPM architecture 
is shown in Figure 1 [7]. 

 
Figure 1. TPM architecture 

 
2.2 Implementation Of TPM 

In this paper, we consider only the implementation 
of TPM that supports sharing and integrating data 
from multiple data sources. Other implementations 
are outside the scope of this paper. However, one 
possible implementation of TPM is as a database 
middleware system. This system is placed between 
the application and the database server to provide a 
standard interface for submitting user queries and 
applying them on database servers as transactions. 
In addition, this system may support the integration 
of collections of data sources distributed over a 
computer network. We classify the developed 
applications into proprietary applications and open-
source applications. 
 
 
 
 

2.2.1 Proprietary TPM Applications 

In this sub-section, we present the proprietary 
applications, which are commercial applications 
that implement the TPM approach. 
 

Frameworks/Systems  

Active Mediator Object System (AMOSII): itis a 
DBMS and a distributed mediator system [8]. It 
provides all database facilities such as a storage 
manager, transaction manger and AMOSSQL as an 
object-oriented query language [8]. AMOSII 
transforms various data models into object-oriented 
models [8]. In addition, it provides mechanisms for 
integrating data from data sources. It is a product of 
research work developed in the EDSLAB at the 
University of Linköping, Sweden. 

Middleware Based On a Code SHipping 
Architecture (MOCHA): itis a novel database 
middleware system designed to interconnect data 
sources distributed over a network [9]. It runs on 
top of Oracle and Informix and is self-extensible 
because new application-specific functionalities 
needed for query processing are deployed to remote 
sites in an automatic-fashion by the middleware 
itself [9]. It is a product of research work at the 
University of Maryland, USA. 

Distributed Information Search COmponent 
(DISCO): itis a system that deals with 
heterogeneous distributed database systems that 
allows users to submit their queries [10]. It provides 
special features to make integration of multiple data 
sources having the same type easier [10]. 

Garlic: itis a database middleware system that 
integrates multiple databases without changing how 
or where the data is stored [8][11]. It uses a uniform 
object-oriented data model to represent data from 
various data sources, and uses an object-oriented 
SQL as its query language [8]. Garlic is a product 
of research work at IBM’s Almaden Research 
Center. 

Peer Agent System: it is an agent-based transaction 
in peer-to-peer (P2P) architecture. It provides the 
ability to exchange data and solves data 
management heterogeneity problems [12]. Peer 
agent system is a product of research work at 
University of Ancona, Italy. 

P2P database network (P2PDBN): itimplements 
the TPM approach in a P2P environment.It is a 
network of peers without a global transition 
coordinator, where each peer has their own 
databases and participates in the network to 
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exchange and share data with other peers [13]. 
P2PDBN is a product of research work at 
University of Ottawa, Canada. 
 
Projects/Middleware’s 

The Stanford-IBM Manager of Multiple 
Information Sources (TSIMMIS): it provides a set 
of tools that facilitate the rapid integration of 
heterogeneous information sources whether the data 
is structured and unstructured [14]. It allows access 
to integrated data and ensures this information is 
consistent [14]. It is a product of research work at 
Stanford University, USA. 
 
2.2.2 Open-source TPM Applications 

In this sub-section, we presentonly one open-source 
application that implements the TPM approach. 
 
Projects/Middleware’s 

Concept Relation Assay Value Explorer (CRAVE): 
it is a database middleware and visualization 
system that allows users to search, retrieve, and 
visualize ontologies of phenotypes held in custom 
database [15]. 
 
2.3 Limitations and problems of TPM 

The architecture of TPM requires a transaction 
manager that is responsible for creating and 
maintaining transaction context, and a resource 
manager that is responsible for managing the 
associated database, and for participating in the 
two-phase commit and recovery protocol [6][16]. 
Therefore, TPM is a complex system and replacing 
such a system is not easy so it has a long lifetime. 
In addition, TPM systems must be able to extend 
with the changing needs of an enterprise [16]. 

A limitation of TPM is that the functionality is not 
well-defined and is based on a specific domain, and 
it is taught-coupled (system dependent) [2]. 
Additionally, the implementation cost of TPM 
technology is not cheap, but is cost-effective, 
because the result provides significant savings [7]. 
Regarding the implementation code of TPM, it is 
usually written in a lower-level language and it is 
not widely available in visual toolsets [7]. 
 
The main problem with TPM as middleware or as a 
system is satisfying the ACID properties when 
transactions are running over multiple servers. This 
requires tracking all transactional operations and 
databases operated upon. In addition, the 
transaction context between components should be 

controlled, the status of transactions monitored and 
the association between database connections and 
transactions maintained [16]. Another problem with 
TPM is performance, especially when serving a 
large number of users. The load-balancing 
technique should be implemented to enhance 
performance and provide fast response times. 
 
Other problems in the TPM technologies mentioned 
before are described as follows. The session-based 
technology is not as scalable because when the 
number of users grows the number of messages 
increases which effects performance [7]. Remote 
data access technology also faces the problem of 
scalability [7]. The database server approach faces 
the problem of custom implementation of TPM, 
because TPM provides functions for a specific 
database. 
 
3. TUPLESPACE 
 
Tuplespace was initially introduced in the Linda 
parallel programming language [3], which was 
developedbyDavidGelernterandNicholasCarrieroat
YaleUniversity 
[17].Itprovidesasetofprimitiveoperationsforinserting
,fetchingandretrievingdatafromasharedspace 
storingusers’data. It allows the data providers to 
post their data as tuples in the shared space called 
Tuplespace, and allows data consumers to fetch and 
retrieve data in these tuples, which matches a 
certain pattern from that space. Accordingly, 
Tuplespace is a multiset of tuples, where each tuple 
is sequence of typed fields, for example, 
<”Ahmed”, “Programmer”, “$3000”>[3]. 
 
Processes running the users’ programs 
communicate through Tuplespace by writing and 
reading tuples in and out of the shared space [3]. 
These communications are space decoupling 
because communication is established in 
anonymous mode (without knowing the references 
the other users) [3]. In addition, these 
communications are time decoupling because two 
parties of communication should not be available at 
the same time. Some of the services that 
Tuplespace provides are [18]: 
• Reading a tuple from the shared space with or 

without removing it. In this case, the calling 
process is blocked until a matching tuple 
appears. 

• Reading a tuple from the shared space with or 
without removing it and without blocking. 
Unlike the previous service, the operation 
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returns null if no matching tuple exists in the 
shared space. 

• Writing a tuple in Tuplespace. 
 
Tuplespace as a model of computing can be 
implemented in various programming languages, so 
it relies on the associated programming languages 
that developers decide to use. For example, 
Tuplespace has been implemented in various 
programming languages such as Java, Ruby, 
Prolog, the .NET Framework and more. 
 
3.1 Architecture of Tuplespace 
 
The Tuplespace approach can be deployed in a 
centralized way with one server or in a distributed 
way with multiple servers. The architecture of 
centralized Tuplespace is shown in Figure 2[19] 
and the architecture of distributed Tuplespace is 
shown in Figure 3. More detail about this 
classification will be described in the next section. 
 

 
Figure 2. Centralized Tuplespace architecture 

 
 

 
Figure 3. Distributed Tuplespace architecture 

 
3.2 Implementation of Tuplespace  
 
During the last few years, the original model of 
Tuplespace has been modified and many tuple 
space applications have been developed [17]. These 
applications can be classified into two main groups 
according to the way in which tuples are stored 
[17]: 

• Centralized Tuplespace applications, which 
store all tuples in a single server. 

• Distributed Tuplespace applications, in which 
tuples in the same space can be stored on 
different servers and load-balancing techniques 
can be applied to enhance performance. In 
other words, the system supports multiple 
Tuplespaces. 

 
In this paper, we use the above classification of 
Tuplespace applications and divide them into two 
groups according to application license: proprietary 
and open-source applications.  
 
3.2.1 Proprietary Tuplespace Applications 

This sub-section summarizes the commercial 
applications that implement centralized and 
distributed Tuplespace. 

3.2.1.1 Centralized Tuplespace 

Projects/Middleware’s 

Tspaces: A network middleware combines 
database, Tuplespace, mobile computing and Java 
technology for the next generation of Tuplespace-
based systems[20]. In other words, it combines 
database functionality and Tuplespace with 
communications middleware to create platform 
independent repository that be able to perform new 
functions and handle new types[20]. 
 
3.2.1.2 Distributed Tuplespace 

Frameworks/Systems 

TIBCO ActiveSpaces: it is a distributed P2P in-
memory data grid using virtual shared space. It 
allows sharing, exchanging and processing of data 
in real time [21]. This system provides APIs written 
in Java and C++. 
 
GigaSpaces: it is a platform solution for end-to-end 
scalability of the application and its data. It also 
allows cross-language access, which includes the 
Java, .Net and C++ programming languages [22]. 
 
Java PeerSpaces (JPS): it is a system that 
implements proposed coordination model named 
PeerSpaces based on the JXTA framework in Java 
programming language [23]. Peers in a JPS 
network are connected together, with each peer 
maintaining local data space, neighbor storage and 
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connection pool [23]. JPS is a product of research 
work at the University of Bologna, Italy. 
 
Blossom: it is a system that implements distributed 
Tuplespace in the C++ programming language. 
Blossom programs do not need a pre-complier to 
compile them [17] [24]. Blossom is a product of 
research work in cooperation between Thela Thesis 
and the Tinbergen Institute. 
 
MTS-Linda: it is an implementation of distributed 
Tuplespace based on the original Linda model 
[25][26]. It combines multiple Tuplespaces as first 
object classes and allows the programmer to 
maintain them to achieve application specific needs 
[25][26]. MTS-Linda is a master thesis for Brian 
Nielsen and Slrensen, Aalborg University, 
Denmark. 
 
WCL: it is a co-coordination language and runtime 
systems for geographically distributed agents [25] 
[27]. It consists of tuple space server, where each 
server hosts one or more tuple spaces, agents access 
to tuple spaces through using servers  [25] WCL is 
a product of research work at  Cambridge 
University, UK. 
 
Projects/Middleware’s 

Comet: it is the communication infrastructure for 
automated middleware and represents a distributed 
Tuplespace implementation for Grid like 
environments [17] [28]. It is research product at 
Rutgers University, USA. 
 
Tuples On The Air (Tota): it is a middleware for 
supporting adaptive context-aware applications in 
dynamic network scenarios [29]. Communication 
between agents in the Tota network occurs through 
a distributed Tuplespace [17]. It provides an API 
that interacts with the middleware easily [29]. Tota 
is a product of research work at the University of 
Modena and Reggio Emilia, Italy. 
 
SwarmLinda: it is based on the ant colonies model 
(swarm intelligence) and implements distributed 
tuplespace to increase systems scalability [17]. In 
this model, tuples are considered as food and 
templates as ants, where an ant tries to find the food 
[17]. SwarmLinda is a product of research work. 
 
Tupleware: it is a scalable and efficient cluster 
middleware that implements distributed Tuplespace 
[25]. It is based on coordination language and 
incorporates additional techniques to solve 
scalability and performance problems [25]. 

Tupleware is a product of research work at the 
University of Tasmania, Australia. 
 
3.2.2 Open-sourceTuplespace Applications 
 
This sub-section present centralized and distributed 
Tuplespace open-source applications 
3.2.2.1 Centralized Tuplespace 

Frameworks/Systems 

JavaSpaces: it is a platform for building and 
developing distributed applications based on the 
concept of shared Tuplespace (the paradigm of 
Linda distributed computing) [17] [30]. 
 
LighTS: it is a Java implementation of Linda-style 
Tuplespace [31]. It provides an 
extensibleframework that makes it easy to 
introduce extensions tothe Tuplespace, and in 
general customize the Tuplespace 
implementation[31].In addition, it provides an 
adaption layer to allow different Tuplespace 
implementations to be accessed through it [31]. 
 
Projects/Middleware’s 

Blitz Project: it is an open-source pure Java edition 
that uses JavaSpaces and JINI thorough the running 
of essential resources [32]. 
 
Rinda: it is a Ruby implementation of the 
Tuplespace approach (the paradigm of Linda 
distributed computing) [33]. 
 
3.2.2.2 Distributed Tuplespace 

Frameworks/Systems 

Grinda: it is an implementation of distributed 
Tuplespaces in structured P2P networks [17]. The 
server-side is implemented in the Java 
programming language and the client-side is 
implemented in the Java and C++ programming 
languages [17]. 
 
Projects/Middleware’s 

LinuxTuples: it is a C-based open-source 
Tuplespace server, with a client API written in 
Python, designed to run on a networked cluster of 
Linux/Intel boxes [34]. 
 
PyLinda: It is an implementation of a distributed 
tuple space (a paradigm of Linda distributed 
computing) in the Python programming language 
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[35]. It supports the implementation of the most 
widely proposed extensions to the tuple space 
approach including distributed tuple spaces, 
garbage collection, sane non-blocking primitives, 
and bulk tuple operations [35]. However, this 
system has recently been removed from the 
PyLinda Web page. 
 
SemiSpace: it is a Java-based open-source 
interpretation of a distributed tuple space / object 
space based on JavaSpaces technology [36]. It 
supports a single space and a cluster of spaces using 
the Terracotta Integration Module (TIM).  The key 
features offered by SemiSpace are as follows [36]: 
easy to configure, few dependencies, easy to 
integrate with Java 2 Enterprise Edition (J2EE) 
applications, support for generics, ability to 
distribute space and its content, support multiple 
tuple spaces and provides a comted-based interface 
to a SemiSpace Web application. 
 
Linda in a Mobile Environment (LIME): it is a 
Java-based middleware uses ideas found in the 
Tuplespace approach and adaptsLinda 
communication model to provide a coordination 
layer for designing mobilityapplications[37]. In 
other words, it is designed to extend the 
implementation of Tuplespace to support both 
wired and ad-hoc networks [17][37]. 
 
SQLSpaces: it is an implementation of the 
Tuplespace approach that keeps its API clear and 
simple [38]. SQLSpaces is intended for relational 
databases, with the Tuplespace server written in 
Java and the client API written in the following 
languages: Java, C#, PHP, Prolog and Ruby [38]. 
 
PeerWare: it is a middleware that is designed to 
support P2P and mobile systems [39]. It adapted the 
coordination model to allow peers to share data 
with each other, and allows a set of components to 
share data and react to any change occurring in 
these data. It is an open-source middleware. 
 
Fly Object Space: it is a lightweight Object Space 
can manage information on clusters of computers 
(multiple tuplespaces) in the form of Objects [40]. 
This project can use Java, Ruby and Scala via 
language bindings. 
 
3.3 Limitations and problems of Tuplespace 

 
A limitation of Tuplespace is the representation of 
information in the form of tuples. Thus, there is no 
possible distinction between the actual information 

in tuples and its representation in shared space 
(there is no standard tuple space interface) [41]. 
Accordingly, the deadlock problem arise in 
Tuplespace, which happens when a set of blocked 
consumers are each holding a tuple and are waiting 
to acquire a tuple held by another consumer in the 
set. The implementation of Tuplespace should solve 
this problem by agreeing on a locking protocol 
[41]. 

Tuplespace as a coordination-based model is 
related to the fixed behavior of the coordination 
medium. This behavior is set once and for all by the 
model, and it is not possible to customize it for a 
specific application [41]. This problem is a clear 
indication of the control capabilities typically 
lacking in data-driven coordination models [41]. 
 
Another problem with Tuplespace is the amount of 
memory required for shared Tuplespace. Sharing 
large amounts of data requires more memory space, 
which directly affects the performance of the 
system. This problem in centralized Tuplespace 
applications leads to a bottleneck [17], whereas in 
distributed Tuplespace applications affects 
performance [17]. Therefore, load-balancing 
techniques should be used to separate the loading, 
but operation will then be more expensive [17]. 
 
A further problem with Tuplespace is the need for 
expressive matching algorithms to enhance the 
search for and retrieval of a matching tuple from 
the space, and to avoid dirty reads and retrieving 
inconsistent data [3]. A weak matching algorithm 
will cause scalability problems due to the in() 
operation (take operation), which blocks if there is 
no matching tuple [3]. Therefore, a better algorithm 
means better matching of tuples and a higher level 
of scalability. 
 

4. RESOURCE DESCRIPTION 
FRAMEWORK 

RDF is an infrastructure that enables and promotes 
the encoding, exchange and reuse of structured 
metadata [4]. It is a product of W3C for 
representing and storing any kind of data as a Web 
resource on the Web [42]. RDF makes heavily use 
of XML after adding some constraints on that use 
that provide unambiguous methods for expressing 
semantics. In contrast with other approaches, RDF 
allows human-readable and machine-parseable 
vocabularies, and is designed to support the reuse 
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of metadata semantics and these vocabularies 
among different information communities [4]. 
 
In RDF, the represented and described Web 
resources have properties and can be identified by 
Uniform Resource Identifiers (URIs). These URI 
references are formed by a URI namespace and a 
local name [43]. The properties associated with 
resources are identified by property type, and 
property types have corresponding values. The 
values can be atomic (literal) in nature or other 
Web resources identified by URIs [4]. 
 
4.1 RDF Model 

The data model of RDF is used to describe 
resources. This model is shown in Figure 4 [44]. 

 
Figure 4: Overview of the RDF model. 

 
RDF provides remote access to unstructured and 
structured data stored in repositories and has 
strongly supporting relational databases. It masks 
the heterogeneity between data sources by exposing 
them as RDF resources on the Web. This is 
achieved through two approaches: direct mapping 
and indirect mapping [45]. The direct mapping 
approach translates the schema of structured 
databases such as relational databases to RDF [45], 
while the indirect approach uses APIs and the 
application logic provided by Content Management 
Systems (CMS) as a source of information to be 
exposed in RDF [45]. In this case, developers of 
applications are far away from any updates that are 
performed on the storage layer, because they are 
using the APIs. From an implementation point of 
view, there are two approaches to translating 
relational databases to RDF resources [43]: 
1- The static approach, which applies the concept 

of the extraction, transformation and load 
(ETL) approach to create the RDF repository 
from relational databases using mapping rules. 

2- The dynamic approach is a query-driven 
dynamic implementation, which implements 
mapping dynamically in response to a query. 

 

Finally, RDF as a standard is well suited to 
representing structured, semi-structured or un-
structured data. The representations are suitable for 
Web semantics and support smart queries about 
data. 
 
4.2 Implementation of RDF 

RDF gains wide acceptance through the many 
frameworks, systems, APIs and tools that have been 
developed to create, edit and update RDF models, 
and to share and query data from those models. 
These prototypes allow developers to deal with 
RDF easily and use interfaces provided during 
development of the application. In this paper, we 
are concerned only with applications of RDF and 
no other tools, APIs, and so on. The reader may 
refer to the W3C RDF homepage to read about 
these tools. We classify these applications into 
proprietary applications and open-source 
applications.  
 
4.2.1 Proprietary RDF Applications 

In this sub-section, we present the commercial 
applications that implement the RDF approach. 
 
Frameworks/Systems 

Piazza: it is a peer data management system that 
allows users to share heterogeneous data in a P2P 
environment [46][47]. It solves the problems of 
sharing data in a distributed and scalable way[48]. 
Piazza is a product of research work in cooperation 
between University of Washington and University 
of Pennsylvania 
 
PeerDB: it is a P2P-based system that is based on 
the BestPeer platform for sharing distributed data 
stored in relational databases without any schema 
knowledge [46] [49]. PeerDB is a product of 
research work at the National University of 
Singapore and University of Fudan. 
 
GridVine:it is a system that uses P-Grid, a P2P 
overlay network, to realize semantic overlays [46] 
[50][51][52]. It addressed issues of semantic 
interoperability and scalability. GridVine is a 
product of research in cooperation between Swiss 
Federal Institute of Technology (EPFL) and 
Linköping University. 
 
pSearch: it is a system that implements the 
Distributed Hash Table (DHT) algorithm to solve 
the problem of data semantic diversity between 

Resource 3 Resource 2 Resource 1 

PropertyName 3

Atomic Atomic 

PropertyName 4 PropertyName 2 

PropertyName 3 
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peers [51]. In pSearch, machines are organized into 
a semantic overlay that offers an information 
retrieval service [53]. pSearch is a product of 
research work at the University of Rochester and 
HP Laboratories. 
 
GrouPeer: it is a system that focuses on the 
problem in a random flat unstructured peer-
database system [54]. It allows peers in the system 
to benefit from information or to learn about other 
peers with similar interests [51]. GrouPeer is a 
product of research work at the National Technical 
University of Athens, Greece. 
 
PIER: it is a database-style query engine built on 
top of DHT, which is intended for querying the 
Internet [55]. It allows distributed sharing and 
querying fingerprint information [46]. PIER is a 
product of research work at the EECS Computer 
Science Division, UC Berkeley and the 
International Computer Science Institute 
 
Generic Interoperability Framework: it uses the 
RDF interface as a generic representation for 
protocols, languages, data and interfaces. It does 
not provide creation and manipulation, but provides 
access to RDF models through a query interface 
(SQL) [44]. This framework is a product of 
research work. 
 
Hyperion System: it is a system that is built on top 
of JXTA to support data sharing for a network of 
independent Peer Relational Database Management 
Systems (PDBMSs) [56]. The Hyperion system is a 
product of research work at University of Toronto, 
University of Ottawa, University of Edinburgh and 
University of Trento. 
 
AllegroGraph: it is a system for loading, storing 
and querying RDF data [57]. It a persistent graph 
database that supports SPARQL, RDFS++ and 
Prolog reasoning from several client applications. It 
is available in a paid edition and a free edition. 
 
Oracle Spatial 11g: it is an RDF management 
platform based on a graph data model. RDF data 
(triples) are persisted, indexed and queried, similar 
to other object-relational data types[57]. 
 
4.2.2 Open-source RDF Applications 
This sub-section summarizes non-commercial 
(open-source) applications that implement the RDF 
approach. 
 
 

Frameworks/Systems 

Bibster: it is an open source P2P-based system built 
on top of the JXTA framework for exchanging 
bibliographic data among researchers [58]. It 
exploits ontologies in order to share these data [58]. 
 
Redland: it is a flexible and efficient RDF system 
that provides object-oriented interfaces for storing 
and retrieving RDF data [59]. These interfaces are 
written in C, Perl, Java, Tcl, Python and other 
programming languages [59] 
 
D2RQ Platform: it an open source platform treating 
non-RDF databases as virtual RDF graphs. It 
consists of the D2RQ mapping language, a D2RQ 
engine and a D2R server [60]. 
 
Sesame: it is an open source framework for parsing, 
storing, interfacing, and querying RDF schema and 
RDF data [61]. It provides an easy-to-use API for 
connecting to RDF storage solutions [61]. 
 
Jena: it is an open-source Java framework 
developed by HP for RDF models. It supports 
statements and resource-centric RDF views [44] 
and provides an API for RDF, RDFS and OWL, 
SPARQL and includes a rule-based inference 
engine. 
 
Projects/Middleware’s 

Edutella: it is an open-source project that is 
intended for semantic Web design and implements 
a schema based P2P system [46]. It allows peers to 
exchange RDF metadata and query RDF 
repositories across the network [46][62]. 
 
4.3 Limitations and problems of RDF 
 
RDF as a data sharing approach requires extensive 
representation for describing data sources in RDF 
data and schema models. In addition, reconstructing 
the RDF graph is not a trivial task. Additionally, 
RDF is an expensive language because it may 
impose further semantic conditions in addition to 
those described in the standard RDF. These 
conditions are imposed on the meanings of terms in 
practical vocabularies of RDF. 
 
Another problem with RDF is the implementation 
of the query language to return results from RDF 
syntax. The developers decide whether the 
implementation is statement-centric (asking for 
matching statements) or node-centric (parsing 
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only a limited number of applications. In this paper, 
we classify these applications in proprietary and 
open-source applications.  
 
5.2.1 Proprietary DSA applications 
In this sub‐section, we summarizes the commercial 
applications  that  implement  data  service 
approach. 

Frameworks/Systems 

ADO.NET Data Services Framework: the main 
motivation of this framework is to demand 
separation between the presentation layer and the 
data layer to build more interactive and responsive 
Web applications, and for building RESTiful 
systems [66][67]. 
 
BEA AquaLogic Data Services Platform (ALDSP): 
A platform allows developers to design, develop, 
deploy and maintain DSL in a SOA world. It 
models the collection of data sources as a set of 
data services. These services are available to any 
consumer that needs them [68] 
 
Projects/Middleware’s 

OracleAS and DB: this project is intended for the 
users of the Oracle application server [69]. It may 
not be fully projected in a P2P environment, but it 
allows Oracle users to expose databases as Web 
services and allows them to consume those 
services. 
 
5.2.2 Open-source DSA applications 

This sub-section present the open-source 
applications that implement data service approach 
 
Frameworks/Systems 

WSO2: itis open-source software builton top of 
WSO2 Carbon, a lightweight high-performance 
platform for creating data services, and uses Axis2 
as the underlying SOAP processing engine [70]. 
 
Projects/Middleware’s 

Axis2 POJO: it is based on creating POJO classes 
to expose databases as Web services [71]. The 
process of creating and exposing databases as 
services is written manually by developers. 
 
 

5.3 Limitations and problems of DSA 

In DSA, data sources are exposed as data services 
and become available for remote invocation. This 
service is decoupled from the data source but 
exposes the functionality of the data source. 
Therefore, if the underlying structure of the 
exposed data source changes or the data source is 
deleted, DSA should provide a mechanism that 
reacts to this modification and takes appropriate 
action. Accordingly, DSA should support 
automation change discovery for any change 
happening in data sources [5]. 

 
Another problem with DSA is supporting a public 
or private UDDI registry. A public registry requires 
security mechanisms such as access control, 
encryption messages, policies, and so on, while 
with a private registry scalability is the main 
problem. In addition, a UDDI registry must be 
available all the time and must maintain a good 
security level. 

 
A further problem in DSA is the performance issue 
for both the data access layer and remote 
invocation. In DSA, the data access layer provides 
access to and manipulation of data stored in 
heterogeneous data sources. Therefore, accessing 
data stored in various data sources should be 
efficient and flexible because this is the core reason 
for building data services. As for the issue of 
remote invocation performance, communication 
between parties are using SOAP messages and 
therefore many service invocations means many 
messages exchanged, so implementing a parallel 
mechanism has a greater impact on performance. 
Additionally, the remote invocations may not all be 
successfully completed because of problems that 
may occur during execution. Therefore, 
implementing exception-handling mechanisms is 
important for catching errors and performing 
appropriate actions [5][70] [72]. 

 
6. DISCUSSION 

Based on our review of data sharing approaches, we 
conclude that TPM and Tuplespace focus on 
sharing and integrating data stored in specific type 
of data source, namely databases, while RDF and 
DSA focus on sharing and integrating data stored in 
heterogeneous data sources. In addition, RDF and 
DSA require describing a whole data source as a 
service or resource, while in TPM there is no need 
for this as the TPM interface deals with it directly, 
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and in Tuplespace the data provider posts the data 
as tuples in shared Tuplespace. 
 
Moreover, from our review of applications 
developed based on these approaches, we conclude 
that some approaches had received more effort than 
others. In addition, most of the developed 
applications that implement concepts found in these 
approaches are based on P2P architecture and not 
client server architecture, because P2P architecture 
provides more advantages over centralized 
architecture, avoiding both computational 
performance and information update bottlenecks, 
and providing robustness, reliability, fault-tolerance 
and scalability. By focusing on types of data 
sources, sharing structure data source such as 
database is acquired most attention than semi-
structured and unstructured data sources. This has 
become clear through two reasons, the first reason 
is the most of users and companies around the 
world usually store their data in databases rather 
than other type of data sources. The second reason 
is most of applications that have been developed 
support sharing databases firstly and may support 
sharing other types of data sources secondly. The 
main problem facing data sharing applications in 
these approaches are scalability, interoperability 
and performance, but the problems are not limited 
to these.  
 
Finally, TPM as a data sharing approach is not as 
popular as the other approaches. As for DSA, more 
research and development efforts are needed during 
the next decade to develop more applications that 
implement the concepts found in DSA. Developing 
a new solution that supports sharing distributed data 
sources, requires a further study of these 
approaches carefully and examine their limitations 
and problems. This depth analysis will help us to 
decide which approach is suitable for a certain 
situation to develop an appropriate solution. The 
selected approach should be capable of integrating 
data to retrieve data from multiple data sources in a 
simple way. 
 
7. OPEN RESEARCH ISSUES IN 

DATASHARING SYSTEMS 
Datasharing systems are capable of sharing huge 
amounts of data among an increasing number of 
unreliable peers. A survey of these systems shows 
that the research community is currently 
investigating several open problems including 
security issues, search mechanismsexpressiveness, 
efficiency and robustness.These open problems are 
common to all datasharing approaches. We provide 

a brief summary of these important and open 
research issues. More details are provided in[73].  
 
    Research efforts related to search issues aims at 
increasing the responsiveness of data sharing 
distributed or P2P systems by exploring new 
mechanisms allowing users to look up for desired 
data in an efficient way. The topology of the 
network adopted by the distributed or P2P system, 
the strategy of placing data on the peers and the 
message routing protocol are key factors for the 
success of the search mechanism. New topologies 
such Gaussian andEisenstein-Jacobi[74] networks, 
thathave emerged in the last few years,provide 
tremendous opportunities for the development of 
novel and innovative new data placement strategies 
as well asefficient routing protocols. 
 
Ongoing research is exploring how to make search 
mechanisms more efficient and robust. Further 
research is needed to extend search techniques such 
as key lookup, keyword, ranked keyword, 
aggregates and SQL to support much larger systems 
and to incorporate new features with reasonable 
performance. 
 
The requirements of data sharing systemsin terms 
of security are organized intothe following areas: 
availability, authenticity, anonymity, and access 
control[73].Developing techniques that prevent, 
detect, manage, and are able to recover from attacks 
for each of these areas is expected to be a research 
challenge for some time. 
 
8. CONCLUSION 

 In this paper, we overview the most known data 
sharing approaches in detail and review the 
developed applications that implement these 
approaches. These applications fail in some aspects 
and are successful in others. Further research is 
needed to provide a comprehensive solution for 
sharing data sources that masks the heterogeneity 
between user platforms and between data 
sources.Developing such solutionrequires to extend 
the comparative study that we present in this paper 
to define a set of comparison criteria. Such criteria 
will allow to select the appropriate approach that 
should be adopted for a target solution. Besides, the 
expected solution should consider the open research 
issues highlighted in this paper in order to satisfy 
the security and search requirements of datasharing 
systems. 
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