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ABSTRACT 
 
In this paper, we complete and implement the general problem of tasks allocation. The theoretical part of 
this work is developed in our previous work [14] and here we focus our research on the practical aspect.  
The problem is modelled as a non-cooperative game between several players. For this game, we adopt the 
Nash equilibrium structure and on the basis of this structure, we draw a distributed tasks allocation 
algorithm that can find this equilibrium. We implement this algorithm by using the MPI environment and a 
system of 10 computer sources that generate the tasks and 10 processing computers. The theoretical and 
numerical results show that the tasks allocation strategy obtained leads to a good load balancing of 
computers. 
 
Keywords: Tasks Allocation, Game Theory, Non-Cooperative Game, Nash Equilibrium, Distributed 

Algorithm, MPI Environment. 
 
 
1. INTRODUCTION AND RELATED 

WORKS 
 
    In recent years, heterogeneous systems have 
become a key platform for the execution of 
heterogeneous applications. The major problem 
encountered when programming such a system is 
the problem of tasks allocation. A good 
allocation of tasks leads to a good load balancing 
of the system. Several articles deal with the 
problem of load balancing and routing taking 
into account the characteristics of 
communication links between machines. For 
example, in [3], the authors address the problem 
of load balancing on linear platforms and in [4, 
7, 8] the authors address the problem of routing 
in a network of several parallel links with an 
origin and a destination machine. In [5, 12], the 
authors seek a routing strategy that allows the 
balancing of a heterogeneous system. 

 
    The general formulation of such a problem is 
as follows. We assume that we have a set of any 
m machines and n tasks (selfish) of sizes T1, T2... 

Tn. We suppose that the jobs are divisible and 
each one can be processed by all the machines 
Mi (i = 1... m). The load Li of a machine i is 
defined as the sum of execution times of tasks 
which it treats and the cost of a task as the sum 
of loads of the machines that treats it. The 
general problem of tasks allocation is to find an 
allocation that minimizes the costs of tasks  
 
    To clarify the idea of allocation of tasks on 
homogeneous machines, consider the following 
simple example where the jobs are not divisible 
and each one is processed only by one machine. 
We consider two identical machines (M1 and M2) 
and five tasks with execution times 1U, 2U, 3U, 
4U, and 1U (U = unit of time).  
 
     We consider the allocation shown in Figure 1 
and in Table 1 we present the cost of each task 
obtained by  
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this assignment. It is clear that a task can 
improve its cost by choosing the following 
assignment: 
 

 

 

 
 
   
    Several studies in the literature show the 
existence of such allocations on homogeneous 
machines (identical) without specifying the 
nature of this balance [4, 13]. Our goal here is to 
generalize this problem to any machines 
(homogeneous and heterogeneous) on the one 
hand, and find a structure of such an assignment 
on the   other hand. To do this, we formalize this 
problem as a non-cooperative tasks allocation 
game. 
 
  This article is structured as follows. In section 
2, we formalize this problem as a non-
cooperative game and we derive a distributed 
algorithm for our tasks allocation in section 3. In 
section 4, we give an implementation for this 
algorithm by using MPI environment and   in 
section 5 we draw a conclusion and perspectives 
for this work.  
 
2. PROBLEM OF TASKS ALLOCATION 

AS A NON–COOPERATIVE GAME 
 
    Given n tasks of sizes T1, T2... Tn and m 
machines of speed V1, V2... Vm; each task should 
be handled by at least one of m machines. The 

load of a machine is defined as the sum of the 
execution times of these tasks and the cost of a 
task as the sum of the loads of the machines that 
handle it. Our goal is to find an allocation of 
these tasks that minimizes the cost of all tasks. 
 
   Let Sji be a real between 0 and 1 which 
represents the portion of the job j processed by 
machine i. We call the vector sj = (sj1, Sj2…Sjm) 
the allocation strategy of the task j (j = 1... n) and 
the vector s=(s1, s2... sn) the strategy profile for 
this tasks allocation game. 
 
    In order to modelize the response time of each 
machine, we assume that a scheduling exists and  
modelize each   machine as a M/M/1 queuing 
system.   
 
We also assume that tasks are distributed with a 
rate µ.  
 
The response time of machine i is given as   
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µ∑
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    Our goal is to find a feasible tasks allocation 
strategy (s1, s2… sj ... sn) which minimizes all 
cj(s). The decision of each job j depends on the 
decisions of other tasks since cj is a function of s. 
Therefore, this strategy will lead to a good load 
balancing of machines.  
 
Definition 1:    A feasible strategy profile of 
tasks allocation is a strategy profile that verifies 
the following conditions: 
 

1) Positivity:         sji ≥ 0, i =1,…,m; j 
=1,…,n  

2)  Conservation:   njs
m

i
ji ...1,1

1
==∑

=
 

3) Stability :          ∑
=

n

j
ijji vTs

1
pµ , i = 1…m 

Definition 2:   The non-cooperative game of 
tasks allocation is a set of players, a set of 
strategies and preferences between the profiles of 
strategies. The players are the n tasks. Each task 
Tj has its set of feasible strategies for the 
allocation of tasks sj, and the task j prefers the 

Task  Task1  Task2  Task3  Task4  Task5
Cost      4     7      4      7      7 

Task  Task1  Task2  Task3  Task4  Task5
Cost      5      6      5      6     5 

Figure1: First allocation 

M1 

M2 

 M2 

M1 

    Figure2: Second allocation 

   Table2: Cost of tasks achieved by the 2nd assignment 

time

time

Table 1: Cost of tasks achieved by the first allocation 
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profile of strategies s than the profile s' if and 
only if cj(s) <cj(s'). 
 
   The solution to this problem is to find the Nash 
equilibrium [1, 2] for this allocation game.  
 
Definition 3:   The Nash equilibrium for this 
tasks allocation game [1,2,5] is a profile of 
strategies s such that for each task j (j=1 ... n): 
 
Sj is such that 

( ) ( )njjnjj sssscssssc ,...,...,min,...,,...,, ^
2,1s21

j
^=

. 
    In other words, the Nash equilibrium is a 
profile of strategies such that no player can 
improve its cost by choosing another allocation 
strategy.  
 
    For this game of tasks allocation there is a 
unique Nash equilibrium because the response 
time functions of the machines are continuous, 
convex and increasing [6].  
 
   To determine a solution to our game of tasks 
allocation, we consider an alternative definition 
of the Nash equilibrium: "Nash equilibrium can 
be defined as the profile of strategies for which 
the allocation strategy of each task is a best 
response to strategies of other tasks [5]". The 
best response of a task provides a minimum 
response time, assuming that the strategies of the 
other tasks are kept fixed. This definition gives 
us a method for determining the structure of the 
Nash equilibrium.  
 
   First, we determine the strategies of the best 
responses sj for each task j, and then we find  a 
profile of strategies s=(s1,s2...sn) where sj is the 
best response of the task j, for j = 1, 2...n. 
We begin by determining the best response of the 
task j, for j = 1, 2 ... n, assuming that the 
strategies of other users are always kept fixed.  

     Let ∑
≠=

−=
m

jkk
kkii

j
i Tsvv

,1
µ  be the available 

processing rate of the processor i as seen by the 
task j. The problem of calculating the best 
response strategy of the task j (j = 1 ...n) is 
reduced to the problem of allocating a single job 
on m machines having j

iv  as processing rates, 
that is to say, calculating the optimal allocation 
strategy for this task. This can be translated into 
the following optimization problem 
(Best_Responsej): 

     )(min sc jjs  

     under constraints: 
sji ∈ [0, 1], i = 1, . . . , m, 
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   There are several algorithms for solving similar 
optimization problems as in our case which are 
based on Lagrange parameters. In [5.11], the 
authors have addressed the problem of 
optimization with the same objective function 
but with different constraints. We draw on this 
work to solve our optimization problem. 
 
Theorem [14]:     Assuming that the machines 
are ranked in decreasing order of their available 
processing rates ( )j

n
jj vvv ≥≥≥ ...21 , the solution 

sj of the optimization problem , Best Response, is 
given by: 
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where cj is the minimum index that verifies the 

inequality: 
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Example: 
 
The following table shows the values of S1i 
(i=1…4) if we apply this algorithm to allocate 
one task of size 4U on four computers in the 
following two cases: 
 
 
1
1v  1

2v  
1
3v  1

4v  11s  12s  13s  14s  
10.0 8.0 6.0 4.0 0.627 0. 324 0.049 0 
10.0 12.0 6.0 2.0 0.352 0.648 0 0 

Table 3: The values of  S1i (i=1…4) to  allocate  
one task of size 4U on 4 computers. 
 

sji = 
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3. A DISTRIBUTED ALGORITHM FOR 
TASKS  ALLOCATION  

 
    Based on the work presented in articles [5,11], 
we describe a distributed algorithm to compute 
the Nash equilibrium. For this and to characterize 
this equilibrium, we proceed with a 
generalization of this problem in the following 
way. Instead of considering a task j, there will be 
a generation source of tasks j. The source j will 
produce the same tasks with the same size Tj.  
 
   The idea of the algorithm is as follows. The 
sources generate tasks in parallel for several 
iterations. In each iteration, we measure the 

standard L1 norm as∑
=

− −
m

j

l
j

l
j cc

1

)1( , which is the 

sum of differences between the costs of source j 
in iteration l and iteration   l-1. We stop when we 
obtain a difference less than a predefined error 
threshold. 
 
   The computation of the Nash equilibrium may 
require some coordination between sources 
(sources must coordinate among themselves to 
obtain information on the load of each machine). 
We use the following notations in addition to 
those of the previous section: 
 
←j  the number of the source j; 
←l  the iteration number;  

←)(l
js  the strategy of the source j computed in  

iteration l; 
←)(l

jc  execution time of the source j at iteration 
l; 
←ε    the threshold error; 

←norm the norm L1 at iteration l defined 

as∑
=

− −
n

j

l
j

l
j cc

1

)1(  ; 

( )←msgjsend ,  sends the message msg to 
source j; 

( )←msgjreceive ,  receives the message msg 
from the source j; 
 
 Each source j executes the following algorithm: 
 
 
 
 
 
 

1- Initialisation : 
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2- While (1) do 

if (j=1) {source 1} 
         if ( 0≠l ) 
           receive(left,(norm,l,state)) ; 
           if ( εpnorm ) 
               send(right,(norm,l,STOP)) ; 
 exit;  

;1
;0

+←
←
ll
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      else {others sources} 
        receive(left,(sum,l,state)) ; 
        if (state=STOP)  

 ⎟
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     if  ( )nj ≠  receive(right,(sum,l,STOP)) ; 
         exit ; 
 
        For mi ,...,1:=  do 

           Obtain j
iv by examining the queue 

   of each machine 
          ( )j

j
m

j
j

l
j Tvvs ,,...,1

)( nseBest_Respo←  ; 

            Compute of  )(l
jc  ; 

           )()1( l
j

l
j ccsumsum −+← −  ; 

             send(right,(sum,l,CONTINUE)) ; 
           endwhile 
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4. EXPERIMENTS RESULTS 
 

a- Simulation Environment  
 
The simulations are done using the programming 
environment with message passing MPI 
(Message Passing Interface) [15]. This 
environment has a set of  communications 
functions  that  connect different nodes in the 
system. 
The simulation model consists of a collection of 
computers interconnected through a 
communications network and the tasks are 
distributed according to the load balancing 
scheme established. 
 
The system is simulated as follows: 
• 10 computers that are the sources generating 

tasks so that the source j (computer j) 
generates tasks Tj with the same size. 

• 10 processing computers for receiving the 
portion of the tasks according to the 
allocation scheme. 

 
b- Simulation Results 

 
The algorithm runs several steps before 
convergence to the desired allocation strategy as 
follows. 
In  each iteration, the source computers 
simultaneously send tasks to the processing  
computers  and calculate their cost times cj (s) (j 
= 1 ... m) and the difference   

l
j

l
j cc −− )1( , knowing that )(l

jc    is the cost time 

of source j in the Step l. 
 

So that we can compute the norm ∑
=

− −
n

j

l
j

l
j cc

1

)1(  

a standard coordination between different 
sources is required as follows: each source j>1 
sends the difference to its source at right. 
 
The latter adds the value received from its source 
at left with its own value and sends the sum to its 
source at right. Source 1 is designated to 
calculate the final sum. If this sum exceeds the 
error threshold, we move to the next iteration. 
 
With a threshold of 5% error, the algorithm 
converges in step 16 with the following strategy 
of allocation. 
 

Source j

Sj0 Sj1 Sj2 Sj3 Sj4 Sj5 Sj6 Sj7 Sj8 Sj9 Somme

Source 0 

0,7 0,3 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 1,08 

Source 1 

0,45 0,3 0,17 0,1 0,01 0,01 0,01 0,01 0,01 0,01 1,08 

Source 2

0,33 0,26 0,2 0,13 0,07 0,05 0,01 0,01 0,01 0,01 1,08 

Source 3

0,26 0,22 0,18 0,14 0,1 0,07 0,03 0,03 0,01 0,01 1,05 

Source 4

0,22 0,19 0,16 0,14 0,11 0,09 0,06 0,04 0,02 0,01 1,04 

Source 5

0,19 0,17 0,15 0,13 0,11 0,1 0,08 0,06 0,04 0,01 1,04 

Source 6

0,17 0,15 0,14 0,12 0,11 0,1 0,08 0,07 0,05 0,01 1 

Source 7 

0,16 0,15 0,13 0,12 0,11 0,1 0,09 0,08 0,06 0,01 1,01 

Source 8

0,15 0,14 0,13 0,12 0,11 0,1 0,09 0,08 0,07 0,01 1 

Source 9

0,15 0,14 0,13 0,12 0,11 0,1 0,1 0,09 0,08 0,01 1,03 

Table4 :  The allocation strategy found Sji 
(j=0…9 ; i=0…9) with 10 generating source 
computers (Source)  and 10 processing 
computers. 
 
The element of index ji (j = 1 ... m, i = 1 ... n) in 
the table represents the portion of the task Tj sent 
to the computer i. So each task is divided into n 
portions and each portion is processed by a 
computer. The last column of the table represents 
the sum of portions for each task that is 
approximately equal to 1. 
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In the following graph, we show the behavior of 

the norm∑
=

− −
n

j

l
j

l
j cc

1

)1(   according to the 

iterations of the algorithm. 
 

 
Graph1 : Representation of  Norms according to 
Iterations  
 
The Norm converges in a decreasing way to the 
error threshold (5%) according to iterations and 
the convergence is clearly seen from iteration 8. 
 
The Cost Times are represented in the following 
table and their histogram representation is drawn 
in  the  following graphic. 
 

SJ S0 S1 S2 S3 S4 S5 S6 S7 S8 S9 
CJ 0,24 0,24 0,26 0,26 0,29 0,29 0,31 0,31 0,34 0,34

Table 5 :  Cost tasks  in seconds for each source 
Sj (j=1…9) 
 
We note that this allocation strategy leads to a 
good load balancing of processing computers. 
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Graph 2:  Costs tasks in seconds 

 
 
 
 
 

5. CONCLUSION AND PERSPICTIVES 
 

In this paper, we have completed and 
implemented the general problem of allocating 
tasks. The theoretical part of this work is 
developed in [14] and here we focus our research 
on practical aspects.  
We have modelized this problem as non-
cooperative game between several players and 
we find that the Nash equilibrium for this game 
provides a good allocation of tasks for our 
system.  
We have proposed the structure of the Nash 
equilibrium and on the basis of this structure, we 
have described a distributed algorithm to 
discover it.  
We have implemented this algorithm by using 
the MPI environment and a system of 10 
computer sources that generate the tasks and 10 
processing computers. The numerical results 
show that the tasks allocation obtained leads to a 
good load balancing of processing computers.  
Several adjustments and extensions are possible 
for this work on the Internet, parallel and 
distributed systems also in computing grids. 
Communication between tasks is overlooked in 
this work; our next step will take into account 
this constraint. 
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