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ABSTRACT 

In Character based browsing which is predominant in films, the identification of speaking faces plays a 
vital role. After identifying the speaking face, clustering of those faces is a difficult task. The difficulty is in 
extracting the exact speaking faces and clustering them. In the existing techniques, lip movement of a 
character is taken as Region Of Interest (ROI) for identifying the faces in the films. For clustering those 
faces, the k-means clustering technique is used. By using the above technique, retrieval of speaking faces 
cannot produce an accurate result. So, in this paper, lip movement as ROI and IRIS recognition for 
clustering of speaking faces are used.  This paper proposes a mechanism to generate precise results by 
comparing with the existing techniques. 
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1. INTRODUCTION  

With the prosperous development in the film 
industry, more number of movies is being released. 
There are ‘n’ number of characters involved in all 
the movies. In recent years, the creators are more 
interested in adding subtitles for a corresponding 
video.  Generally subtitles are added to make the 
video interactive. In order to add subtitle, it is 
necessary to identify the characters in the video.  
Characters are the heart of the movie. Their 
interactions make movie as a small society. 
Character identification in the movie poses a 
challenge to the individual who retrieves the 
information from it. 

In the existing technique, the speaking faces are 
identified. This can be done by identifying lip 
movement of the character in the movie. For adding 
subtitle in the movie, the identification of speaking 
faces alone is not enough. This is followed by 
clustering of speaking faces. Clustering of speaking 
faces is more important. Clustering has been done 
by comparing the pixel of the characters which may 
not be accurate. Same faces may not be clustered 
due to the variation in the poses or illumination of 
the character. This results in chaos.  

 The objective of the paper is to identify the 
characters and label them with their names. In this 
paper, the characters have been identified by taking 
lip movement as ROI. After identifying the 
speaking faces, the clustering can be done by IRIS 
techniques. Based on this paper, it is easy for the 
viewer to retrieve the character of their interest. 
Since every human will have a unique pupil size, 
clustering will produce exact results. 

2. RELATED WORK 

The detection of any moving object for example  lip 
movement in case of speaking faces involves 
verification of the lips and its movement in image 
sequences. Even in the case of a simple video 
sequence it is very challenging. [1][2].  

Name-it [3] is the first method which identifies the 
speaking faces in the video. They identified the 
character which frequently co-occurs with the 
particular character. Neural network methodology 
was used for extracting faces from the video. The 
neural network helps to predict the front view faces 
with different sizes, and thus the faces are 
extracted. They used the Eigen vector technique to 
find similarity between the faces.  
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Character identification in feature length film using 
global face name matching [4] detects the speaking 
face from the video and labels those faces with their 
names. They used lip movement or alignment as 
their ROI and changes in the movement represents 
the speaking faces. The k-Means clustering 
technique is used to cluster the speaking faces. 
They compared the (face) pixel value of the 
corresponding faces.  

A Unified framework for object retrieval and 
Mining [5] proposes a framework to retrieve all the 
objects involved in the video. It uses novel shot cut 
detection and shot detection to extract the objects 
from the video. It also proposes the index which 
represents the occurrence of all the objects involved 
in the video.  

Finding X person: Correlating Names with visual 
appearances retrieve the particular person in the 
video. It uses the Eigen face technique to find the 
faces in the video and face detector to store the 
faces. 

Video Segmentation [7] partitions the video into the 
frames or shots [2]. They proposed the fast video 
segmenting algorithm. It uses the baseline mode 
and shadow cancellation mode and adaptive 
threshold method for partitioning the video. 

Multiple Instances for labeling faces in the 
Broadcasting News Video [8] labeled the important 
faces by the way they appear in the news. They 
used the multiple instances learning for identifying 
and naming in the videos.   

3. APPROACH PROPOSED 

Generally, in films more number of characters are 
involved. Each and every character has its own 
uniqueness. If more than one character appears in 
the scene, it represents the interactions between 
them. Hence in this approach, the aim is to retrieve 
the accurate speaking faces. The exact faces can be 
obtained by using certain unique features in the 
human. 

Generally the unique feature in human is fingerprint 
and pupil (IRIS). In order to retrieve the exact 
speaking faces IRIS can be considered as a unique 
feature. Even though the pixel value of face is same 
for more than one character, IRIS can be used to 
differentiate those faces.  

PHASES 

This approach includes the following phases: 

a. Video Segmentation 
b. Face Recognition 
c. Identification of speaking faces 
d. Clustering of speaking faces 
 
 
 

 

 

 

 

 

 

 

 

 

 

Figure 1. Proposed Framework 

A. VIDEO SEGMENTATION 

Video Segmentation is the process of dividing the 
video into number of shots in order to analyze the 
video in different perspectives. The video can be 
divided into ‘n’ number of frames. Each and every 
frame will be of same size. This helps to get a clear 
idea about the objects which is present in that 
video. By segmenting the video into frames, it is 
easy to identify the number of characters in the 
video. This could be first step in the retrieval of the 
speaking faces. Change detection method is one of 
the video segmentation algorithms which is used 
here. The frame difference can be calculated by 
setting a threshold value. This helps to identify the 
change detection.  
 
B. FACE RECOGNITION 

Before identifying the speaking faces, first the faces 
which are present in that video are identified. Face 
recognition algorithm can be used. Even though 
more number of characters are involved in the 
video, is easy to extract only human faces from the 
video by using the face recognition algorithm it. 
Faces can be identified by using PCA (Principal 
Component Analysis) [9] and stored.  
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C. IDENTIFICATION OF THE SPEAKING 
FACES 

After extracting all the faces from the video the 
next step is to identify the speaking faces. The 
speaking faces are identified from the lip 
movement. Here lip movement is taken as ROI. 
The SIFT algorithm identifies the changes in the 
alignment of the lip. The changes in the ROI detect 
whether somebody is speaking or not. The 
difference can be calculated by using Normalized 
Sum of Absolute (NSAD).  

4. CLUSTERING OF FACES 

In existing technique, the (face) pixel value of the 
person is taken for clustering of face. For clustering 
k-means algorithm is used. The pixel values of 
same person may vary in the different poses or 
gestures. This leads to inaccurate results. In any 
situation, the value that never changes is the IRIS 
of a human. So IRIS is taken as a ROI for 
clustering the speaking faces.  

IRIS RECOGNITION  

Figure 1 shows the human eye [10]. The pupil is the 
darkest area in the human eye. The IRIS should be 
separated from the pupil. This can be calculated by 
using the following formula [9]: 

C1= arg min (Σy I (x.y)) 

C2= arg min (Σx I (x.y)) 

In this I (x,y) is the intensity of the iris at that point 
[9]. LLE (Locally Linear Embedding), which is a 
high dimensional data embedding, can be used for 
comparing the values from the faces. An Earth 
Mover’s Distance (EMD) based technique can be 
used to track the faces.  

5. CONCLUSION 

In this paper, the accurate speaking face is 
identified from the video by using IRIS as a unique 
factor. In existing techniques, lip movement of a 
person is used to identify the speaking person and 
the pixel values of those persons are compared to 
form a cluster. In order to avoid the inaccurate 
results IRIS can be used to retrieve the exact 
speaking faces and to cluster them. It can be used in 
the character based browsing. This can generate the 
accurate results when identical twins appear in the 
video. Clustering of speaking faces is difficult 

when a speaker wears spectacles. This work can be 
extended by identifying the hidden objects by 
removing the surface. Movie trailers can be 
generated by taking particular character as their 
query. 
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Figure 2. Human Eye

 

 

 

 


