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ABSTRACT 

 

Speech processing is used widely in every day’s applications that most people take for granted, such as 

network wire lines, cellular telephony, telephony system and telephone answering machines.  Due to its 

popularity and increasing of demand, engineers are trying various approaches of improving the process. 

One of the methods for improving the process is Kalman filtering. Kalman filtering now become a 

popular filtering technique for estimating and resolving redundant errors containing in speech. The 

objective of this paper is to generate a reconstructed output speech signal from the input signal involving 

the application of a Kalman filter estimation technique. In this paper, Kalman filter is used to estimate 

the parameters of the autoregressive (AR) process and represented in the state-space domain. 

 

Keywords:  Kalman Filter, Noise Reduction, Speech Processing. 

 

1. INTRODUCTION 

 

Speech is a form of communication in every day 

life. It is essential to know how we produce and 

perceive it and how speech technology may assist 

us in communication. Therefore in this project, we 

will be looking more into speech processing with 

the aid of an interesting technology known as the 

Kalman Filter [1-2]. One of the common adaptive 

filtering techniques that are applied to speech is the 

Wiener filter. This filter is capable of estimating 

errors however at only very slow computations.  

On the other hand, the Kalman filter suppresses this 

disadvantage. 

 

As widely known to the world, Kalman filtering 

techniques are used on GPS (Global Positioning 

System) and INS (Inertial Navigation System). 

Nonetheless, they are not widely used for speech 

signal coding applications. The reason why Kalman 

filter is so popular in the field of radar tracking and 

navigating system is that it is an optimal estimator, 

which provides very accurate estimation of the 

position of either airborne objects or shipping 

vessels. Due to its accurate estimation 

characteristic, engineers are picturing the Kalman 

filter as a design tool for speech, whereby it can 

estimate and resolve errors that are contained in 

speech after passing through a distorted channel. 

Due to this motivating fact, there are many ways a 

Kalman filter can be tuned to suit engineering 

applications such as network telephony and even 

satellite phone conferencing.  Knowing the fact that 

preserving information, which is contained in 

speech, is of extreme importance, the availability of 

signal filters such as the Kalman filter is of great 

importance [3-5]. 

 

2. KALMAN FILTER 

 

The Kalman Filter is an estimator for what is called 

the “linear- quadratic problem”, which focuses on 

estimating the instantaneous “state” of a linear 

dynamic system perturbed by white noise. 

Statistically, this estimator is optimal with respect 

to any quadratic function of estimation errors. It is a 

Recursive Data Processing Algorithm. The block 

diagram of typical Kalman filter application is 

shown in Figure 1 [6-7]. 

 

In practice, this Kalman Filter is one of the greater 

discoveries in the history of statistical estimation 

theory and possibly the greatest discovery in the 

twentieth century. It has enabled mankind to do 

many things that could not have been done without 

it, and it has become as indispensable as silicon 

in the makeup of many electronic systems. 
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In a more dynamic approach, controlling of 

complex dynamic systems such as continuous  

manufacturing  processes,  aircraft,  ships are  the  

most immediate applications of Kalman filter. In 

order to control a dynamic system, one needs to 

know what it is doing first. For these applications, 

it is not always possible or desirable to measure 

every variable that you want to control, and the 

Kalman filter provides a means for inferring the 

missing information from indirect (and noisy) 

measurements. Some amazing things that the 

Kalman filter can do is predicting the likely 

future courses of dynamic systems that people are 

not likely to control, such as the flow of rivers 

during flood, the trajectories of celestial bodies or 

the prices of traded commodities [8-10].  

 

 
                System error sources  

                       

 
Controls 

 

 

                                                                       
                                                                                        optimal                                                                                                                                                                                                

                                                                                           
                                                                                          

                                                                               estimation                                                                                                                                                              

                                                                              of system state                                                                 
                                                                                                                                            

                         Measuring error sources 

Figure 1. Block Diagram of typical Kalman Filter    

application 
 

  

2.1. Process of estimation 
The process commences with the addresses of a 

general problem of trying to estimate the state o f  

a discrete-time controlled process that is governed 

by a linear stochastic difference equation:  

 

Xk = Axk-1+Buk+Wk-1                                            (1) 

With a measurement 
mRz∈  that is 

Zk = Hxk+Vk                                                                                        (2) 

The random variables Wk and Vk represent the 

process and measurement noise (respectively).We 

assume that they are independent of each other, 

white, and with normal probability distributions 

 

P(W)~N(O,Q)                                                       (3) 

P(V)~N(O,R)                                                        (4) 

Ideally, the process noise covariance Q and 

measurement noise covariance R matrices are 

assumed to be constant, however in practice, they 

might change with each time step or measurement. 

In the absence of either a driving function or 

process noise, the nn× Matrix A in the ln×  

difference equation, relates the state at the previous 

time step K-1 to the state at the current step k In 

practice, change with each time step, however here 

it is assumed constant. The matrix B relates the 

optional control input 
IRu∈  to the state X

H 

which relates the state to the measurement Z
k
. In 

practice H might change with each time step or 

measurement; however we assume it is constant. 

 

2.2. Computational origins of the filter 

Let say we define 
n- Rx̂ ∈ (note:”super 

minus”)to be our priori state estimate at step 

k,given knowledge of the process prior to step k 

and 
n

k Rx̂ ∈ (note: with out the “super minus”) 

to be our posteriori state estimate at step k,given 

measurement zk.The priori and posteriori estimate 

errors can be defined as: [11-13] 

k
-

k
-

k x̂-x=e                                                (5) 

kkk x-x=e ˆ
                                                  (6)

      

The priori estimate error covariance is then 

Pk
- 
= E[ek

-
ek

-T
]                                                       (7) 

And the posterior estimate error covariance is 

Pk=E[ekek
T
]                                                            (8)  

 After deriving the equations for the Kalman filter, 

the goal is to find an equation that computes a 

posteriori state estimate kx̂ , as a linear 

combination of a priori estimate 
-
kx̂  and a 

weighted difference between an actual 

measurement Zk and a measurement prediction 

-
kxHˆ  as shown below in e q  (9).Some 

justification for eq (9) is given in the section “The 

probabilistic Origins of the Filter”found below. 

System 

Measuri
ng 

Devices 

Kalma

n filter 
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)-
kxH-kK(Z+-

kx=kx ˆˆˆ                          (9)                                                                                                                  

The gain, K or otherwise known as the blending 

factor, minimizes the posteriori error covariance 

in equation 8 and is a m×n matrix in eq 9. 

This minimization can be accomplished by first 

substituting equation 9 into the above definition 

for ek, after which substituting ek into eq 10, 

performing the indicated expectations, taking the 

derivative of the trace of the result with respect 

to K, setting that result equal to zero, and then 

solving for  Kk. One form of the resulting K 

that minimizes eq (8) is given by eq (10) as follow: 

-1T-
k

T-
kk R+HHPHP=K )(  

R+HHP

HP
=K

T-
k

T-
k

k                                      (10) 

By looking at eq (10), it can be seen that as the 

measurement error covariance R approaches zero, 

the gain K weights the residual more heavily. 

Specifically, 

-1
k0R H=KLim →                                     (11)         

On the other hand, as the priori estimate error 

covariance 
-
kP approaches zero, the gain K will 

weight the residual less heavily. Specifically, 

0=KLim k0P
k
→                                         (12) 

Another way of describing the weighting by K is 

that as the measurement error covariance R 

approaches zero, the actual measurement Zk will 

be “depended” on more and more, whereas the 

predicted measurement 
-
kxHˆ  is depended on less 

and less. On the other hand, as the priori estimate 

error covariance
-
kP  approaches zero, the actual 

measurement  Zk is depended on less and less, and 

the predicted measurement 
-
kxHˆ   is depended on 

more and more [14-16]. 

 

 2.3. Probabilistic Origins of the Filter 

This section is a short section describing the 

justification as mentioned in the previous section 

for eq  (9).  This justification is rooted in the 

probability of a priori estimate 
-
kX̂  conditioned on 

all prior Zk measurements (Bayes' rule). For now it 

is suffice to  point  out  that  the  Kalman  filter  

maintains  the  first  two  moments  of  the  state 

distribution, 

[ ] kk X=XE ˆ                                                    (13) 

[ ] k
T

kkkk P=X-XX-XE )ˆ)(ˆ(
   

           (14) 

The posteriori state estimate of (9) reflects the 

mean (the first moment) of the state distribution it 

is normally distributed if the conditions of (2) and 

(3) are met. The posteriori estimate error covariance 

of (8) reflects the variance of the state distribution 

(the second non-central moment).In other words, 

 

]))ˆ)(ˆ[(],[()( T
kkkkkkk X-XX-XEXENZXp ≈

   

                      ),ˆ( kk PXN=
                           (15)

 

 

3. IMPLEMENTATION OF KALMAN 

FILTER TO SPEECH 

 

From a statistical point of view, many signals such 

as speech exhibit large amounts of correlation. 

From the perspective of coding or filtering, this 

correlation can be put to good use. The all pole, or 

autoregressive (AR), signal model is often used for 

speech. The AR signal model is introduced as: [17-

19] 

        



∑
N

1=i

i-
i

k

Za-1

1
=y Wk                           

(16) 

Equation (3.1) can also be written in this form as 

shown below: 

 yk = a1yk-1  + a2yk-2 + ……. + aNyk-N 

         + wk                                                           (17) 

where, 

k = Number of iterations; 
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yk = current input speech signal sample;  

yk–N = (N-1)
th 

sample of speech signal; 

aN = N
th 

Kalman filter coefficient and 

wk = excitation sequence (white noise). 

In order to apply Kalman filtering to the speech 

expression shown above, it must be expressed in 

state space form as: 

Hk = X Hk-1 + w z                                            (18)  

yk = g Hk                                                            (19)   

 

Where 

                            

 X=

















 −

0

.

0

1....00

.......

0....01

.... 121 NN aaaa

    

 

Hk= 

1+N-k

2-k

1-k

k

y

.

.

y

y

y

    Wk
 
=         

0

.

.

0

0

wk

                (20) 

 

                      g = [ ]0....01  

      

 X is the system matrix, Hk consists of the series 

of speech samples; wk is the excitation vector and 

g, the output vector. The reason of (k-N+1)
th 

iteration is due to the state vector, Hk, consists of N 

samples, from the k
th 

iteration back to the(k-

N+1)
th  

iteration. 

 

The above formulations are suitable for the Kalman 

filter. As mentioned in the previous chapter, the 

Kalman filter functions in a looping method. 

Referring to as a guide in implementing Kalman 

filter to speech, I denote the following steps within 

the loop of the filter. Define matrix H
T

k-1 as the 

row vector [20-24] . 

H
T

k-1 = - [yk-1    yk-2    …   yk-N ]                 (21) 

Zk = H
T

k-1Xk +  w k                                         (22) 

 

where Xk will always be updated according to the 

number of iterations, k. Note that when the k = 0, 

the matrix Hk-1 is unable to be determined. 

However, when the time zk is detected, the value 

in matrix Hk-1 is known. The above purpose is 

thus sufficient enough for defining the Kalman 

filter, which consists of: 

 Xk = [ I – KkH
T

k-1] Xk-1 + Kk zk                  (23)             

 

 

 

Where 

                                

               1   0   ….   0   0 

               0   1   ….   0   0    

  I=          .    .    ….   .    .   

                .    .    ….   .    .        

               0   0    ….  1   0   

               0   0    ….  0   1 

                                             

Kk = Pk-1Hk-1[ H
T

k-1Pk-1Hk-1 + R ]
-1          

(24)           

 

Where Kk is the Kalman gain matrix, Pk-1 is the a 

priori error covariance matrix, R is measurement 

noise covariance, and  

                         

Pk = Pk-1 - Pk-1Hk-1 [H
T

k-1Pk-1Hk-1 

       + R]
-1

.H
T

k-1Pk-1 + Q                              (25) 

 

Where Pk is the a posteriori error covariance 

matrix; 

And                                

 

           1     0  ….  0     0 

           0     1  ….  0     0   

           .      .   ….  .      .  

Q=      .      .   ….  .      . 

 

           0     0  ….   1    0 

           0     0  ….   0    1 

                            

     

 

Thereafter the reconstructed speech signal, Yk  
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after Kalman filtering will be formed in a manner 

similar to eq (27). 

                     

Yk  =  a1Yk-1  + a2Yk-2 + ……. + aNYk-N   

         + wk                                                         (26)            

    

Since the value of yk is the input at the beginning 

of the process, there will be no problem forming 

H
T

k-1.In that case a question rises, Yk formed by 

the parameters wk and{ai}
N

i-1 are determined from 

application of the Kalman filter to the input speech 

signal Yk  That is in order to construct Yk,we will 

need matrix X that contains the Kalman coefficients 

and the white  noise,  wk   which  both  are  

obtained  from  the estimation of the input signal. 

This information is enough to determine HHk-1. 

 

 

Where 

    

 Yk-1 

 Yk-2                                                                                                                                                                             

HHk-1 =          Yk-3 

    .. 

 Yk-N+1 

 

 

3.1. Cross Correlation 

Cross Correlation is actually a method for 

measuring the similarity of two waveforms based 

upon the amount of common components contained 

within the two waveforms. The purpose of this 

technique is to compare the differences in the time 

frame of two signals. Before we move on to the 

results of cross correlation between the input 

speech signals and the output speech signals, let us 

briefly take a look at cross correlation. 

Cross correlation of f1 (t) and f2 (t) is defined as: 

∫∫

∫

2

1

2

1

2

1

t

t

2
t

t

2
1

t

t

21

12

dtt2fdttf

dttftf

=C

)()(

)()(

                  (28) 

The magnitude of the integral in the numerator of 

(4.2) is an indication of the similarity of those two 

signals. If, 

0=dttftf

2

1

t

t

21∫ )()(                                         (29)                        

It means that the two signals will have no similarity 

over the time interval (t1, t2). 

In general, the cross correlation function will be 

modified accordingly to 

0=dtτ-tftf=)τ(C

-

2112 ∫
∞

∞

)()(                         (30)  

Whether Then, C12 will be a measurement of the 

similarity of two particular signals over an entire 

interval (-∞, ∞), whereby τ is the time shift 

parameter. This integral determines f2 is shifted in 

time relative to f1. 

 

4. RESULTS  
 

The following results are obtained by setting 5 

Kalman coefficients of a 5th order Kalman filter. -

0.8,0.2, -0.6, o.7 and -0.4. Different coefficients at 

different iterations are shown in Table 1. 

 

 

             
     Table 1. Different Coefficients at Different Iterations                

   

Coefficient/ 

Iterations 

 

1
st
 

Set 

 

2
nd

  

Set 

 

 3
rd

 

Set 

 

4
th

 

Set 

 

5
th

 

Set 

1-2000 -0.7  0.3 -0.6 0.7 -0.5 

2001- 4000 -0.4     0.5 -0.2 0.5 -0.2 

4001- 6000 -0.5 0.3 -0.5 0.4 -0.6 

6001- 8000 -0.6  0.5 -0.4 0.2 -0.4 

8001-10000  -0.4 0.6 -0.1 0.3 -0.2 

  

4.1. Speech Samples of s180.od. 

 

                     
            
          Figure 2.  Input Signal of s180.od. 
 

( ) ( ) ( ) ( ) ( ) kkkkkkk wyyyyyy +++++= 54321 4.07.06.02.08.0
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                Figure 3.  Output Signal of s180.od. 

  
                                                                      

             Figure 4.  Cross Correlation of s180.od. 

 

4.2. Speech Samples of s680.od. 

 

                       
            
          Figure 5.  Input Signal of s680.od. 
 

 
 

     Figure 6.  Output Signal of s680.od.        

   

 
           Figure 7.  Cross Correlation of s680.od. 

 
4.3. Speech Samples of s1180.od. 

 

         
                    
             Figure 8.  Input Signal of s1180.od.                                                               
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Figure 9.  Output Signal of s1180.od. 
 

  
 
        Figure 10.  Cross Correlation of s1180.od. 

 
5. CONCLUSIONS 

 

In this paper, an implementation of employing 

Kalman filtering to speech processing had been 

developed. As has been previously mentioned, the 

purpose of this approach is to reconstruct an output 

speech signal by making use of the accurate 

estimating ability of the Kalman filter.  

 

Furthermore, the results have also shown that 

Kalman filter could be tuned to provide optimal 

performance. With the introduction of tuning 

parameters Q & R, output speech signals can be 

obtained similar to the input speech signals. 

Additional testing on different orders of the Kalman 

filter when applied to speech had also been 

conducted. 

 

As a consequence, parameter Q has to be tuned in 

order to meet the objective. However, parameter R 

is of superfluous to be tuned. Moreover, a test for 

cross correlation had also been conducted during 

this paper for measuring the similarity of the input 

and output speech signals. This test is of necessity 

for the reason that different signals are bound to be 

similar but not identical. By and large, this paper 

has been quite successful in terms of achieving the 

objectives. Consequently, perception on signal 

processing and Kalman filter had also been 

treasured throughout the process. 
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