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ABSTRACT 

In machine learning, multiclass or multi-label classification is the special case within statistical 

classification of assigning one of several class labels to an input object. The multiclass problem is  more 

complex than binary classification and less researched problem.  In biology promoter is the DNA region 

where the transcription initiation takes place.  Reliable recognition of promoter region is essential for 

understanding biological mechanical of the gene.  This study proposes a new approach for predicting the 

promoter from the DNA sequence based on the modeling of Grey Relational Analysis (GRA).  In order to 

construct a promoter prediction system, GRA approach is developed and applied to the real data set with 

2111 samples of promoters and non-promoters of 4 species. The results of the current model are compared 

to those of traditional ones, logistic regression and back-propagation neural network.  The results illustrate 

that the prediction of the proposed GRA model demonstrates better prediction accuracy than the 

conventional ones.  The current results show that the proposed GRA provides a novel approach in 

predicting the promoter from a genome.   
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1. INTRODUCTION 

Promoters are modular DNA structures 

containing complex regulatory elements required 

for gene transcription initiation (Lin and Li, 2010). 

In genetics, a promoter is a region of DNA that 

facilitates the transcription of a particular gene. 

Promoters are typically located near the genes they 

regulate, on the same strand and upstream (towards 

the 5’ region of the sense strand) (Promoter 

(Biology), 2007).  Hence, the identification of 

promoters using machine learning approach 

(insilico) is very important for improving genome 

annotation and understanding transcriptional 

regulation. In recent years, many methods have 

been proposed for the prediction of eukaryotic and 

prokaryotic promoters. However, the performances 

of these methods are still far from being 

satisfactory.   

 

Recent availability of several genome 

sequences has allowed whole genome analyses to 

unravel their functional properties.  One of the 

challenges of the genomics is to understand how 

genomes are transcribed. Specifically, the genes are 

small sequences spread out along the genomes 

which, after being transcribed in mRNA, are 

translated in proteins turning out to be functional 

units of the cells.  Although several sequences 

located within the genes or in their closed vicinity 

control their specificity of expression there are 

typical regions, the promoters, that define the 

Transcription Start Site (TSS) of the genes.   

 

In this paper, a new approach is proposed 

for predicting the promoter using machine learning 

algorithm: Grey Relational Analysis.  By applying 

the proposed method to the promoter and non-

promoter sequences of Homo Sapiens, Drosophila 

Melanogaster,  Escherichia Coli(commonly 

abbreviated as E. Coli.) and Saccharomyces 

Cerevisiae, the sensitivities and specificities 

obtained are: 94.9%  and 96.54% for Homo 

Sapiens,  96.4% and 100% for Drosophila 

Melanogaster, 93.2% and 100% for Escherichia 

Coli and 98.3% and 94.14% for Saccharomyces 

Cerevisiae.  The high accuracies indicate that this 

method can be used as an efficient method for the 

identification of eukaryotic and prokaryotic 

promoters. This approach can also be extended to 
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predict other species promoters at genome level 

also. 

 
2. RELATED WORKS: 

 

To accurately predict promoter regions, 

finding discriminative and informative features is 

the first and key step. As far as feature choice is 

concerned, there are two distinct types of features 

used in the area of promoter prediction: signal and 

context structure features. The most important 

signal features include CpG islands, transcription 

factor binding sites (TFBSs) such as TATA-box 

and CAAT-box, and initiator(Inr). PWM (Bucher, 

1990) derives four weight matrices of TATA-box, 

cap signal, CCAAT-box and GC-box respectively.   

 

PromoterScan (Prestridge, 1995) uses a 

weight matrix to score TATA-box. A weight matrix 

is a simple generative model for a short, ungapped 

sequence motif (Down and Hubbard, 2002).   PWM 

is used extensively in signal feature extraction 

processing, as it can create a profile that represents 

the common feature across the training sequence. 

This profile can be used to scan new sequences and 

make a decision as to whether these sequences are 

related to the training group (Raychaudhuri, 2006).   

 

Hidden Markov Model (HMM) (Krogh 

and Brown, 1994) is a more sophisticated method 

for feature extraction from sequences compared to 

PWM.  HMM can represent spacer-included motifs 

(Murakami et al., 2000) of a sequence family. 

Generalized Hidden Markov Model (GHMM) 

(Stormo and Haussler, 1994) is used for generating 

multi-symbol strings in gene finding systems (Kulp 

et al., 1996).  The Pol II promoter prediction 

program (Murakami, et al., 2000) is built based on 

PromFD (Chen et al., 1997) and utilizes HMM to 

acquire additional motifs.  

 

McPromoter is developed based on 

GenScan (Burge and Karlin, 1997), and uses 

stochastic segment models (SSMs) (Ostendorf et 

al., 1995) which is a generalization of HMM to 

represent six segments of the promoter sequence 

from -250 to +50bp: upstream 1 and 2, TATA box, 

spacer, initiator and downstream(Uwe Ohler, 

2006). 

 
3. MATERIAL AND METHOD: 

In order to accomplish the task of 

promoter prediction, positive datasets and negative 

datasets were taken from different curated 

databases available on the World Wide Web.  These 

databases contain non-redundant collection of 

promoters, for which the transcription start site has 

been determined experimentally.  Table. 1 

describes the database name, species and number of 

sequences in that class, that are used in this study. 
 

Class Database 
Taxonomic 

group/organism 

No. of 

sequences 

1 EPD Homo Sapiens 608 

2 DCPD 
Drosophila 

Melanogaster 
192 

3 PromEC E.Coli. 471 

4 SCPD 
Saccharomyces 

Cerevisiae 
232 

5 
Essential 

Genes 
Homo Sapiens 118 

6 
Essential 

Genes 

Drosophila 

Melanogaster 
100 

7 
Essential 

Genes 
E.Coli 300 

8 
Essential 

Genes 

Saccharomyces  

Cerevisiae 
90 

  Total 2111 

Table: 1. Class Label, Database, Taxonomic 

Group/organism, Number of Sequences considered 

 

4. Feature Extraction from DNA sequence: 

Good input representations make it easier 

for the classifier to recognize underlying 

regularities.  Therefore, good input representations 

are crucial to the success of classifier learning. The 

sequence or primary structure of a nucleic acid is 

the exact specification of its atomic composition 

and the chemical bonds connecting those atoms. 

From a one dimensional point of view, a DNA 

sequence contains characters from the 4-letter 

nucleic acid alphabet A,C,G or T.  Let a given 

DNA sequence either promoter or non-promoter 

be: S = s1,s2,s3,……sL-1, sL, where si∈{A,C,G,T}, 

1≤i≤L.  The feature values of the sequence are 

calculated on the composition of the tri-mers. i.e., 

∆3 ≡ {AAA, AAC, AAG, AAT, ACA, ACC, …, 

TTT}.  The 64 compositional frequencies are 

calculated as: 

vi = 
��|�|�� ,      1<=i<=64 

fi denote the frequency of occurrence of the i
th

 

feature and |S| denote the length of the sequence. 

The feature values vi are normalized frequency 

counts(Nageswara Rao et al., 2008).   Feature 

extraction is transforming the data in the high-

dimensional space to a space of fewer dimensions.  

By applying Principal Component Analysis on the 

2111x64 matrix it is reduced to 2111x41.  The 
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obtained matrix is considered as input for the GRA 

Classifier. 

 
5. Grey Relational Procedure: 

 

Grey Relational Analysis (GRA) has been 

one of the most practical analytical tools (Deng, 

1988; Liu and Lin, 2005; Nagai and Yamaguchi, 

2004; Wen, 2004; Wen et al., 2006; Yamaguchi et 

al., 2006b).  Several GRA models are developed 

and well summarized in (Liu and Lin, 2005; Wen et 

al., 2006; Yamaguchi et al., 2007; You et al., 

2006).  The GRA models provide appropriate tools 

for examining a rank of order of multiple objects 

with resemblance from an objective.  In the recent 

years, GRA models have been applied to a lot of 

applications, such as decision making in computer 

science (Akabane et al., 2005; Yamaguchi et al., 

2006a), system modeling, social science, geometry, 

chemistry, management(Lin et al., 2009; Nagai et 

al., 2005; Rui and Wunshch, 2005; Yamaguchi et 

al., 2005; Yamaguchi et al. 2006a), economics, 

marketing research (Yamaguchi et al., 2004).  

 

Owing to the usefulness and robustness of 

GRA, a new approach for predicting the promoter 

is proposed, based on GRA.  This study applies 

GRA model to predict promoter from the data set 

of 2111 samples from 4 species. The results of the 

current model are compared to those of traditional 

and hybrid models, which include conventional 

logistic regression, logarithm logistic regression 

and  ANN approaches. The result shows that in 

predicting the promoter, GRA model gave better 

performance and demonstrates stronger prediction 

power than conventional logistic regression and 

ANN approaches.  A system that has no 

information is defined as a black system, while a 

system that is full of information is called white.  

Thus, when the information of a system is either 

incomplete or undetermined, it is defined as grey 

system.  The grey number in grey system 

represents a number with incomplete information.  

The grey element represents an element with 

incomplete information.  The grey relation is the 

relation with incomplete information.  This section 

describes the basic definitions of grey relational 

analysis, GRA. The inner product and metric of 

two vectors are first defined.  What follows are 

properties of norm space, grey relational space, 

grey relational grade for both globalized and 

localized grey relationships. 

 

The GRA includes local relation and 

global relation analysis. Grey relational-based 

classifier is used to classify promoter/non-

promoters.  GRA is a method to determine the 

relation of a discrete data to other sequence 

data(Chang, 2000; Wu and Chen, 1999).  The novel 

grey relational procedure is introduced. Suppose 

the test sequence  ϕi(0), i=1,2,3,…,n, and K 

comparative sequences Φ(k)=[ϕ1(k), ϕ2(k), 

ϕ3(k),…., ϕi(k),….., ϕn(k)],   k=1, 2, 3, …, K, can 

be represented as 

Φtest=��	
0��

0���
0�… . ��
0�… . ��
0�� 
 

Φcomp=

��
��
��
��
��
��Φ
1�Φ
2�....
Φ
��....
Φ
����

��
��
��
��
��

    = 

��
��
��
��
��
��
� �	
1��

1���
1� … . ��
1�… . ��
1��	
2��

2���
2� … . ��
2�… . ��
2�.....�	
���

����
��… . ��
��… . ��
��...�	
���

����
��… . ��
��… . ��
��	 ��

��
��
��
��
��
�

 

Compute the absolute deviation of the test 

sequence Φtest and k comparative sequence Φ(k) by  

∆	��
�� = �φ�
0�  φ�
��	� 
The deviation matrix ∆Φ can be represented as 

∆Φ= 

���
���
���
���
Δ�	
1�Δ�

1�… . Δ��
1� …	Δ��
1�Δ�	
2�Δ�

2�… . Δ��
2� …	Δ��
2�Δ�	
3�Δ�

3�… . Δ��
3� …	Δ��
3�...Δ�	
��Δ�

�� … . Δ��
�� …	Δ��
��...Δ�	
��Δ�

��… . Δ��
��…	Δ��
����

���
���
���
�

 

The grey relational grades r(k) can be calculated as: 

 

r(k) = exp# $ % &'
(�)*+,-�)*+�./
0,  ξ∈(0,25) 

 

       = exp1 $ 234�56. 
)7�
8��		9)*+,-�)*+�.:

; 
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∆ϕmax= � Δ��
��∀�=>? �∀(=>?  

 

∆ϕmin= @ Δ��
��∀�=�� A∀(=��
 

 

Where ED(k) is the Euclidean 

Distance(ED) between vector  Φtest  and vector   

Φ(k); ∆ϕmin and ∆ϕmax are the minimum and 

maximum values of the matrix ∆Φ, respectively; ξ 

is a recognition coefficient with parameter interval 

(0,25), ξ=15 was chosen in this study.  The grey 

relational grades r(k) are inversely proportional to 

the distances.  If the test vector Φtest is similar to 

any comparative vector Φ(k), the grade r(k) will be 

a maximum value.  GRA uses the grey relational 

grade to measure the relationship between the 

reference sequence data and comparative sequences 

data.  The dimension of grey relational vector 

Γ=[r(1),r(2),…..,r(k),…..,r(K)] can be reduced 

from K-dimension to m-dimension by 

 

γj=∑ C
��D(EF(G	  , j= 1,2,3,…m 

wkj= H 1,				�J	KLMNN	O,	0, � ∉ KLMNN	O. 
The final grey grade gj that an unknown vector Φtest 

belongs to Class j can be derived from the 

following equation: 

gj = 
γQ∑ γ+Q56 E , j = 1,2,3….,m 

which defines the decision for classifying an 

unknown vector Φtest. 
 

6. RESULTS AND DISCUSSION:   

The following parameters: sensitivity 

(Sn), specificity (Sp), and Precision(Pr) are used to 

evaluate the predictive performance of the 

classifier. Let TP Number of true positive 

instances, FN Number of false negative instances, 

FP Number of false positive instances and TN 

Number of true negative instances. 

 

True Positive Rate(TPR)/Sensitivity(Sn)/ 

Recall = TP/(TP+FN) 

 

False Negative Ration(FNR)/Miss = FN/(TP+FN) 

 

True Negative Rate(TNR)/ 

Specificity(Sp) = TN/(TN+FP) 

 

False Positive Rate(FPR)/Fall = FP/(TN+FP) 

 

Positive Predictive Value(PPV)/ 

Precision(Pr) = TP/(TP+FP) 

 

A confusion matrix is drawn between the targets 

and outputs of the classifier. 

 

 
The diagonal cells show the number of 

promoters/non-promoters that were correctly 

classified for each class. The off-diagonal cells 

show the number of promoters/non-promoters that 

were misclassified (e.g. promoters of Homo 

Sapiens were classified as Promoters of E.Coli 

etc.).  The True Positive Rate/Sensitivity and False 

Negative Rate/Miss for each class are presented in 

the last row in green and red colors respectively. 

The Precision of each class is indicated in the last 

column(in green). The blue cell shows the total 

percentage of correctly predicted promoters/non-

promoters (in green) and the total percentage of 

incorrectly predicted promoters/non-promoters(in 

red).  

 

A Receiver Operating Characteristic 

(ROC) curve, a plot of the true positive rate 

(sensitivity) versus the false positive rate(1-

specificity) is also drawn.  As the curves are 

towards the Y-Axis and away from the X-Axis, the 

performance of the classifier can be considered as 

good. 
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7. CONCLUSION  

The successful prediction of promoters 

with high accuracy using Grey Relational Analysis 

clearly indicates that the novel method has a 

promise as an approach for successful Prokaryotic 

and Eukaryotic promoter prediction.  The 

experience gained from the above example shows 

that n-mer frequencies and Grey Relational 

Analysis is quite suitable to classify between 

promoter and non promoter regions.  The main aim 

of this paper is to develop an efficient tool that can 

discriminate between promoter and non promoter 

in a given sequence with high accuracy.  High 

result accuracy of the program indicated that the 

novel approach can be further successfully used for 

the prediction of Eukaryotic promoters in entire 

chromosome.  This method is currently applied for 

estimating the number of promoters in different 

chromosomes of the human genome.  Another 

challenge being addressed is the localization of 

promoters rather than a simple classification similar 

to the one at present.  It is expected that the 

promising results using GRA will improve the 

performance of  bio-molecular sequence analysis 

and promoter prediction in particular. 
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