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ABSTRACT 

Moment functions of the two dimensional image intensity distributions are used as descriptors of shape in a 
variety of applications. In this work, an improvement on the moment computation time is considered  by 
providing the design and implementation of a parallel algorithm that will speedup moment computation. 
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I. INTRODUCTION 
Image feature representation techniques using 

moment functions have been used in many 
applications, such as, invariant pattern 
recognition, object identification and image 
reconstruction. Low order moments are 
commonly used to find the location and 
orientation of an object. The zero through second 
order moments provide information about the 
area, center of gravity and about approximation 
of an object to an ellipse. High order moments 
are combined to form moment invariants to 
certain shape transformations, such as translation, 
rotation and scaling. Moment invariants have 
been used as features for pattern recognition. 

Orthogonal moment functions can be defined 
as continuous integrals over a domain of 
normalized coordinates [5,3,9], but these 
moments involve a major source of error which 
is,  the discrete approximation of the continuous 
integrals. Discrete orthogonal polynomials are 
used as basis functions for image moments, to 
solve the above problem [3,8]. Moment 
invariants were proposed by Hu [8], and have 
been used as a basis for many applications of 
image recognition. Regardless of the moment 
function used, the problem considered is that 
computation of moments requires a large 
computation time. Many researchers have 
proposed fast and efficient algorithms to reduce 
the computation time [2], [6], [7], [10], [11], [12], 
[14], [15], [16] and [17] . 

In this paper, a parallel algorithm based on the 
improved filter algorithm [13] will be proposed 

and implemented on different parallel 
architectures using different partitioning methods. 

The rest of this paper is organized as follows. 
Section 2 introduces 2D image moments, 
straightforward sequential and parallel 
algorithms for moment computation, and striped 
partitioning of images is discussed. Section 3 
discusses third order moments and their fast 
computation using digital filter method [13]. In 
Section 4, we introduce our work by presenting a 
parallel algorithm for third order moments 
computation based on the digital filter method. 
Efficiency analysis for the parallel algorithm on 
different architectures is discussed in section 5.  
We end this paper by concluding some remarks 
in Section 6. 

II. 2D IMAGE MOMENTS 

A. Moment definition function 
In this work, the moment definition function 

that will be considered is in equation Eq.1 
 
                                                       ..   (1) 
 

Where: 
p, q= 0,1,2,3,4,… (Positive integer numbers) 
f(x,y) is the two dimensional image intensity 
function. 
p+q = 0,1,2,3,4,… is the moment order, which is 
defined as the summation of p and q. 
N is the vertical dimension of the image. 
M is the horizontal dimension of the image. 

A sequential algorithm for computation of the 
moments based on equation Eq.1 is presented as 
given in algorithm.1. 
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Algorithm.1. A sequential algorithm for 
computation of moments of a 2D image 
 

1. Input the values of p and q 
2. Momentp+q=0 
3. For x=1 to x=N 
4. For y=1 to y=M 
5. Evaluate temp=xp*yq*f(x,y) 
6. Momentp+q= Momentp+q+temp 
7. Endfor y 
8. Endfor x 
9. Output momentp+q 
 

The above sequential algorithm requires N*M 
(additions, multiplications, (p-1) multiplications, 
(q-1) multiplications), this is a very large number 
of time-consuming doing multiplication and 
addition operations. 

B. A Parallel Version of the Moment 
computation Function 

Equation 2 can be derived from equation 1 as 
given in eq.2 without affecting the result of 
computation. Thus;  xp will be evaluated only N 
times instead of N*M times. 
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Figure Fig.1 shows the parallel approach of 
the moment function. 

 

 
 

Fig.1. Moments Of a 2D Image 

From Fig.1, the following were noticed about 
the parallel implementation of the moments: 
Vertical moments are chosen to be computed in 
parallel so that the term yq will be evaluated only 
once by each processor since each processor will 
be responsible for one column (one value of y). 
• Vertical moments of the image, as shown in 

the inner box, can be evaluated in parallel 
because they do not depend on each other; 
hence each one of them represents a value 

(or values) computed from one column of 
the matrix that implements the 2D image. 

• Horizontal moments can then be evaluated 
for each row, shown in outer box, depending 
on the values of the vertical moments of that 
row. The final value of the moment can be 
evaluated by accumulating the horizontal 
moments. 

• Computation of vertical and horizontal 
moments must be serialized, which means 
that a horizontal moment can’t be evaluated 
until the vertical moments of that row have 
been computed. 

So, depending on the previous analysis, 
Algorithm.2 is a parallel algorithm for 
computation of 2D image moments. 
 
Algorithm.2. A parallel algorithm for 
computation of moments of a 2D image 
 

1. Input the values of p and q 
2. Momentp+q=0 
3. Evaluate in parallel the vertical 

moments of the image. 
Vx,y=Yq(F(x,y)) ,∀y∈[1,M], x∈[1,N]. 

4. Compute in parallel the horizontal 
moments of the image, depending on the 
values of the vertical moments that have 
been evaluated in 3.   

Hx=Xp*(Vx,y) ,∀y∈[1,M], x∈[1,N]. 
5. Momentp+q= ∑Hx ,∀ x∈[1,N]. 
6. Output momentp+q 
 

C.  Striped Partitioning 
Three approaches for data decomposition can 

be implemented: columnwise, rowwise and 
checkerboard partitioning. In our algorithm, the 
most suitable partitioning method is the column 
wise striped portioning. 

Using columnwise striped portioning, the 
image is partitioned into column wise stripes, 
and different processors are assigned different 
stripes of the image. Assuming the number of 
processors equals the number of columns in the 
image (N=P), moments should be computed as 
shown in the following steps: 

1. Each processor is assigned one stripe 
(column), assuming processor (P1) is assigned 
column Y1, processor (P2) is assigned column 
Y2… and processor PN is assigned column YN. 

2. All processors in parallel will compute the 
vertical moments of the column they own. 

3. (A transposition of the vertical moments 
stored in each processor is made), so that each 
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processor will be assigned suitable vertical 
moment values, this can easily be achieved by all 
to all personalized communication between the 
processors. 

4. All processors now concurrently estimate 
the horizontal moments. 

5. The result then can easily be achieved by a 
single node accumulation of the horizontal 
moments computed in step 4. 

Figure Fig.2 shows the entire steps of the 
proposed columnwise striped partitioning 

 

 
Fig.2. Striped Partitioning / Column Wise. 

Scaling down the number of processors used 
can be made (number of processors less than 
number of columns in the image P<N). In this 
case, the stripe size will be N/P.  

In step 1, each processor will be assigned N/P 
columns. Then, in step 2, each processor will 
evaluate the vertical moments of N/P columns. 
after that in step 3, the message size will be N/P. 

In step 4, each processor will be responsible 
for computing the horizontal moments of N/P 
rows. Finally, in step 5, the message size during 
accumulation will be N/P. 

III. THIRD ORDER MOMENTS OF A 2 
DIMENSIONAL IMAGE 

The third order moments of a 2D image are 
the moments with p+q=3. These include the 
moments m00, m01, m10, m11, m02, m03, m12, m20, 
m21 and m30.  

A. Improved digital  filter method 
One of the best known algorithms for 

computing third order moments of a 2D image is 

the improved digital filter [13]. Algorithm.3 
presents this sequential algorithm, where the 
image size is NxM, and f  is a two dimensional 
image intensity function. 
 
Algorithm.3. A sequential algorithm for 
computation of 3rd order moments of a 2D image  
 
y00=0, y01=0, y02=0, y03=0, y10=0, y11=0, y12=0, 
y20=0, y21=0, y30=0 
m00=0, m01=0, m10=0, m11=0, m02=0, m03=0, 
m12=0, m20=0, m21=0, m30=0 
 
 For  j= M to 1 do  { 
   y0=0; y1=0; y2=0; y3=0; 
    For i = N to 1 do {   
      y0=y0+f(i,j) 
      y1=y1+y0 
      y2=y2+y1 
      y3=y3+y2          } 
   y00=y00+y0 
   y01=y01+y00 
   y02=y02+y01 
   y03=y03+y02 
   y10=y10+y1 
   y11=y11+y10 
   y12=y12+y11 
   y20=y20+y2 
   y21=y21+y20 
   y30=y30+y3     } 
m00=y00 
m01=y01 
m10=y10 
m11=y11 
m02=y02+y02-y01 
m03=6*(y03-y02)+y01 
m12=y12+y12-y11 
m20=y20+y20-y10 
m21=y21+y21-y11 
m30=6*(y30-y20)+y10 
 

For an input pattern with NxM data, it takes 
(4N+10)*M additions to pass through the loops. 
After the completion of the outer loop, only 12 
additions and two multiplications are needed to 
generate all the third order moments [13]. 
Moreover, since the multiplication operation is 
more time-consuming than the addition 
operation, the multiplications have been 
completely eliminated by replacing them with 
additions. So, the overall computation 
complexity will be ((4N + 10)*M+24) additions. 
Thus, the running time complexity TS(N,M)= 
O(NM). 
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B. Parallel version of the improved filter 
algorithm 

The task graph of the improved filter algorithm 
for computation of third order moments, with 
input size (M=4, N=4) is shown in Fig.3. 
 
Regarding the algorithm for moments 
computation presented in Alg.3., we have 
developed a parallel algorithm based on it. This 
can be done by following the steps presented in 
Alg.2. The image is decomposed into column 
stripes, these stripes are distributed on the 
processors. Then, all processors in parallel will 
compute the values(y0, y1, y2 and y3). The 
values of y0, y1, y2 and y3 from the previous 
step will be gathered in four different processors. 
Each of these processors will compute part of the 
horizontal moment values (y00, y01, y02, y03, 
y10, y11, y12, y20, y21 and y30). The horizontal 
moments are gathered into one processor for 
final evaluation of the moments (m00, m01, 
m10, m11, m02, m03, m12, m20, m21, and 
m30). This algorithm is presented in 
Algorithm.4. Assuming (P=M). 
 

Algorithm.4.a. is a main program of the 
parallel algorithm for computing the third order 
moments based on improved filter algorithm. 
This program resides on main processor. 

 
1. Decompose the image into M stripes 
(columns), each stripe of size N rows.   
2. Distribute the M columns on M 
processors. 
3. Receive the horizontal moment values 
y00, y01, y02, y03 from processor P1. y10, y11, 
y12 from processor P2. y20, y21 from 
processors P3, and y30 from processor P4. 
4. Compute the values of the third order 
moments : 
 m00=y00 
 m01=y01 
 m10=y10 
 m11=y11 
 m02=y02+y02-y01 
 m03=6*(y03-y02)+y01 
 m12=y12+y12-y11 
 m20=y20+y20-y10 
 m21=y21+y21-y11 
 m30=6*(y30-y20)+y10 
 

Algorithm.4.b. Slave program of the parallel 
algorithm for computing the third order moments 
based on improved filter algorithm. 

 
1. Receive the image stripe of size N from 

the main processor. 
2. All M processors compute in parallel 
the vertical moments y0, y1, y2 and y3. 
    For i = N to 1 do {   
      y0=y0+f(i,j) , where j is the index of the                        
column assigned to the processor 
      y1=y1+y0 
      y2=y2+y1 

  y3=y3+y2          } 
3. The M processors initiate four single 
node accumulations for the four vertical 
moments on four different processors. 

3.1.  P1 will gather the values of y0 
from the M processors in the array Y0.  
Y0={ y0_1, y0_2, y0_3,…, y0_M}. 
3.2.  P2 will gather the values of y1 
from the M processors in the array Y1.  
Y1={ y1_1, y1_2, y1_3,…, y1_M}. 
3.3   P3 will gather the values of y2 
from the M processors in the array Y2.  
Y2={ y2_1, y2_2, y2_3,…, y2_M}. 
3.4.  P4 will gather the values of y3 
from the M processors in the array Y3.  
Y3={ y3_1, y3_2, y3_3,…, y3_M}. 

4. Processors P1, P2, P3 and P4 compute in 
parallel the horizontal moments depending 
on the M values of the vertical moments 
gathered in step 3 in array Y. 
4.1.  P1 computes y00, y01, y02, y03. 
      y00=0, y01=0, y02=0, y03=0 
      For  j= M to 1 do  { 
      y00=y00+Y0(j) 
      y01=y01+y00 
      y02=y02+y01 
      y03=y03+y02 } 
4.2.  P2 calculates y10, y11, y12. 

y10=0, y11=0, y12=0 
      For  j= M to 1 do  { 
      y10=y10+Y1(j) 
      y11=y11+y10 

  y12=y12+y11  } 
4.3.  P3 calculates y20, y21. 

y20=0, y21=0 
      For  j= M to 1 do  { 
      y20=y20+Y2(j) 

  y21=y21+y20  } 
4.4.  P4 computes y30. 

 y30=0 
      For  j= M to 1 do  { 

 y30=y30+Y3(j) } 
5. Processors P0, P1, P2 and P3 sends the 
horizontal moments values computed in step 4 to 
the main program. 



Journal of Theoretical and Applied Information Technology 

© 2005 - 2010 JATIT & LLS. All rights reserved.                                                                      
 

www.jatit.org 

 
5 

 

 
Accordingly; more speedup may be gained by 
using a pipeline for the computation of the 
vertical moments in each processor. 

. 

Fig.3.  Task Graph of the Improved Filter Algorithm for image size 4X4 (A) Computing Y values  B) 
computing the third order moments 

 

IV. PERFORMANCE ANALYSIS OF THE 
PRESENTED PARALLEL ALGORITHM 
ON DIFFERENT ARCHITECTURES 

The parallel algorithm presented in 
Algorithm.4. can be implemented on different 
parallel architectures [1], the architectures used 
in this work are the hypercube and the 
wraparound mesh interconnection networks, see 
fig.4 [1]. 
The following assumptions are used in the 
performance analysis:  
- TP : the parallel time of the algorithm 
- E : the efficiency 
- S : the speedup 
- M : the number of columns in the image 
- N : the number of rows in the image 
- P : the number of processors 
- Tw : the transmission time per element 
- Ts : the start-up time 
 

 
Fig.4. Interconnection networks. (a) 2D mesh 
with wraparound link  (B) 3-D hypercube 

A. Striped Partitioning.(P=M) 
1) Hypercube Interconnection Network 

Assuming that the image is already distributed 
on the processors, then (TP) will be composed of 
the following:  

1. Evaluation of the vertical moments 
in all processors in parallel will take (4*(N-
1)) additions. 

2. Four single node gather for the 
values (y0, y1, y2 and y3) on four different 
processors, assuming SF routing is used, 
will take (Ts*Log2M + Tw*(M-1))*4. 

3. The four processors in parallel will 
evaluate horizontal moments, this is limited 
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by the slowest processor (P1), which 
requires ((M-1)*4) additions. 

4. Finally, single node gather of the 10 
horizontal moments in one processor of the 
hypercube requires a maximum time of 
(Ts*Log24+Tw*(4-1))*4=((2Ts+3Tw)*4)= 
(8Ts+12Tw). 

5. The single processor will now 
evaluate the moments sequentially; this 
requires 10 additions, and 2 multiplications. 
Assuming that a basic communication operation 
time equals a single multiplication operation 
time, then TP is the summation of all previous 
times 

TP=((Ts*Log2
M+Tw*(M-1))*4+(4*(N-1))+(M-

1)*4+(8Ts+12Tw)+10+2),which is approximately 
Θ(N+M+ Log2

M). 
S=N*M/(N+ M +Log2

M). 
E= N*M/M(N+M+Log2

M) = N/(N+M+Log2
M), 

when M≅N E=1/(2+ Log2
M /N). for large values 

of M E is approximately Θ(1), meaning that the 
parallel system is cost optimal.   

Assuming that the image is stored on the 
source processor, and number of processors 
equals number of columns (P=M), then 
additional time is needed for decomposing the 
image on the M processors, one to all 
personalized communication is needed with 
message size = N, the time required will be 
(Ts*Log2

M +Tw*N*(M-1)). And in this case, the 
parallel time will be, 

TP=((Ts*Log2
M+Tw*(M-1))*4+(4*(N-1))+(M-

1)*4+(8Ts+12Tw)+10+2+(Ts*Log2
M +Tw*N*(M-

1))). 
Θ( N+M+ Log2

M+N*M), which is apparently 
not cost optimal. 
 

2) Wraparound Mesh Interconnection 
Network  

Assuming that the image is already distributed 
on the processors, then (TP) will be composed of 
the following:  

1. Evaluation of the vertical moments 
in all processors in parallel will take (4*(N-
1)) additions. 

2. Four single node gather for the 
values (y0, y1, y2 and y3) on four different 
processors, will take 4*(2Ts*(M1/2-
1)+Tw*(M-1)). 

3. The fours processors in parallel will 
evaluate horizontal moments, this is limited 
by the slowest processor (P1), which 
requires ((M-1)*4)  additions. 

4. Finally, single node gather of the 10 
horizontal moments in the mesh requires a 

maximum time of four single node gather on 
a ring of 4 processors =((Ts+Tw)*(4-1) *4)= 
((Ts+Tw)*12). 

5. The single processor will now 
evaluate the moments sequentially; this 
requires 10 additions, and 2 multiplications. 

When a basic communication operation time 
equals a single multiplication operation time, TP 
is the summation of all previous times. 

TP=(4*(2Ts*(M1/2-1)+Tw*(M-1)+4*(N-
1)+(M-1)*4+(Ts+Tw)*12+10+2),which is 
approximately Θ( M1/2+N+ M). 
Then S=N*M/( M1/2+N+ M ). 
E= N*M/M(M1/2+N+ M) = N/( M1/2+N+ M 
when M≅N E=1/(2+ M1/2/N). for large values of 
M E is approximately Θ(1), meaning that the 
parallel system is cost optimal.   

Assuming that the image is stored on the 
source processor, and the number of processors 
equals the number of columns (P=M), then an 
extra time is needed for decomposing the image 
on the M processors, one to all personalized 
communication is needed with message size = N, 
the time needed will be (2Ts*(M1/2-1) 
+Tw*N*(M-1)). And in this case, the parallel 
time will be, 

TP=(4*(2Ts*(M1/2-1)+Tw*(M-1)+4*(N-
1)+(M-1)*4+(Ts+Tw)*12+10+2+Tw*N*(M-1))). 
Θ( N+M+ M1/2+N*M), which is apparently 

not cost optimal. 

B. Striped Partitioning (P<M) 
A scaling down of the number of processors 

used can be made (the number of processors is 
less than number of columns in the image P<M). 
And in this case the stripe size will be M/P. 
Computation of the moments will be the same as 
illustrated in Alg.4 , with the following 
differences: In step 1. Each processor will be 
assigned M/P columns instead of 1. In step 2. 
Each processor will evaluate the vertical 
moments of M/P columns. In step 3. The 
message size will be M/P instead of 1. 
 

1) Hypercube Interconnection Network 
Assuming that the image is already distributed 

on the processors; then TP will be composed of 
the following: 
1- Evaluation of the vertical moments in 
all processors in parallel will take 
4*(M/P)*(N-1) additions. 
2- Four single node gather for the values 
(y0, y1, y2 and y3) on four different 
processors, assuming SF routing is used, 
will take (Ts*Log2P + Tw*M/P*(P-1))*4. 
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3- The fours processors in parallel will 
evaluate horizontal moments, this is limited 
by the slowest processor (P!), which 
requires ((M-1)*4) additions. 
4- Finally, single node gather of the 10 
horizontal moments in the hypercube 
requires a maximum time of (Ts*Log24 + 
Tw*M/P*(4-1)*4 )= (8Ts+12Tw*M/P). 
5- The single processor will now evaluate 
the moments sequentially; this requires 10 
additions, and 2 multiplications. 

Assuming that a basic communication 
operation time equals a single multiplication 
operation time, then TP equals the summation of 
all previous times. 

TP=(( Ts*Log2
P + Tw*M/P*(P-1))*4+4*(N-

1)*(M/P)+(M-1)*4+8Ts+12Tw*M/P+10+2), 
which is approximately Θ((N*M/P+ M +Log2

P). 
Then S=N*M/(N*M/P+ M +Log2

P). 
And E= N*M/P(N*M/P+ M +Log2

P)= 
1/(1+(P/N)+P*(Log2

P)/(N*M)), for P<<M, it will 
be Θ(1), meaning that the parallel system is  cost 
optimal.   

Assuming that the image is stored on the 
source processor, and the number of processors 
is less than the number of columns (P<M), then 
an extra time is needed for decomposing the 
image on the P processors, one to all 
personalized communication is needed with 
message size = N*M/P, the time needed will be 
(Ts*Log2

P +Tw* N*M/P *(P-1)). And in this case, 
the parallel time will be, 

TP= ( ( Ts*Log2
P + Tw*M/P*(P-1) ) *4+ (N-

1)*(M/P) + (M-
1)*4+((Ts+Tw)*8)+10+2+(Ts*Log2

P +Tw* 
N*M/P *(P-1))), which is Θ( N*M/P+ M 
+Log2

P+N*M). 
S= N*M/( N*M/P+ M +Log2

P+N*M). 
E= N*M/P( N*M/P+ M +Log2

P+N*M) = 
1/(1+(P/N)+(P*(Log2

P)/(N*M))+P), for P<<M, it 
will be Θ(1/(1+P)) < Θ(1), meaning that the 
parallel system is  not cost optimal.   
 

2) Wraparound Mesh Interconnection 
Network  

Assuming that the image is already distributed 
on the processors, let TP be the parallel time of 
the algorithm; then TP will be composed of the 
following: 

1. Evaluation of the vertical moments 
in all processors in parallel will 
4*(M/P)*(N-1)additions. 

2. Four single node gather for the 
values (y0, y1, y2 and y3) on four different 

processors, assuming CT routing is used, 
will take 4*(2Ts*(P1/2-1)+Tw*M/P*(P-1)). 

3. The fours processors in parallel will 
evaluate horizontal moments, this is limited 
by the slowest processor (P1), which 
requires ((M-1)*4)  additions. 

4. Single node gather of the 10 
horizontal moments in the mesh requires a 
maximum time of a four single node gather 
on a ring of 4 processors =((Ts+Tw)*(4-1) 
*4)= ((Ts+Tw)*12). 

5. The single processor will now 
evaluate the moments sequentially; this 
requires 10 additions, and 2 multiplications. 

TP=(4*(2Ts*(P1/2-1)+Tw*M/P*(P-1))+4*(N-
1)*(M/P)+(M-1)*4+((Ts+Tw)*12)+10+2), which 
is approximately Θ((N*M/P+ M + P1/2). 

S=N*M/(N*M/P+ M + P1/2). 
E= N*M/P(N*M/P+ M + P1/2)= 

1/(1+(P/N)+P*( P1/2)/(N*M)), for P<<M, it will 
be Θ(1), meaning that the parallel system is  cost 
optimal.   

Assuming that the image is stored on the 
source processor, and number of processors 
equals number of columns (P<M), then an extra 
time is needed for decomposing the image on the 
P processors, one to all personalized 
communication is needed with message size = 
N*M/P, the time needed will be (2Ts*(P1/2-1) 
+Tw*N*M/P*(P-1)). And in this case, the 
parallel time will be TP=(4*(2Ts*(P1/2-
1)+Tw*M/P*(P-1))+(N-1)*(M/P)+(M-
1)*4+((Ts+Tw)*8)+10)+(2Ts*(P1/2-1)+Tw*N* 
M/P*(P-1))). 
Θ( N+M+ Log2

P+ P1/2+N*M). 
E=(N*M)/ P(N+M+P1/2+N*M ), for P<<M, it 

will be Θ(1/(1+P)) < Θ(1), which is apparently 
not cost optimal. 

V. CONCLUSION 
This work has proposed a parallel algorithm 

for   computation of third order moments of a 2D 
image by showing the architectures on which 
this algorithm can be parallelized with optimal 
costs in comparison with these on which the 
algorithm is costly. 

The parallel algorithm analysis presented in 
this paper can benefit programmers and 
algorithm developers by presenting a systematic 
way to tackle a sequential problem, 
implementing and analysing it using a parallel 
algorithm on different architectures.  
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