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ABSTRACT 
In this paper, we present how table memorized semiring structure contributes in the vector space model in 
information retrieval system. We implement this new structure by generating table for each document and 
the first row filled with key word and the second row filled with weight for each word. This new structure 
implements using 242 Arabic documents which were presented in the Saudi Arabian National Computer 
Conference. The new method (technique) shows a new result which is more efficient than traditional 
structure and can save space. The results also show that when we used traditional structure system it 
occupies 204248 × units to implement vectors, but in new data structure system it occupies 5388×unit 
which means that we saved more than 198860 space units. 
 
Index Terms : Stop Words, Memorized Semirings, Vector Space Model, Stopwords. 

1. INTRODUCTION: 
The world witnesses a huge informational 
revolution that brings out lots of information and 
researches. Researching for this information 
without using search engines is a hard task or it is 
impossible to gain accurate information without 
them. Besides, the importance of information 
retrieval sciences has evolved. This science 
depended only on libraries in the past, but with 
the widespread of internet, there was an 
increasing need for programs and software that 
facilitate accessing the information accurately 
and quickly. 
Upon this science lies the responsibility to 
organize the search outcome.  
 
Researching in English and other languages are 
rich in the field of  Information retrieval but 
those written in Arabic are very poor. Here lies 
the importance of our study, to take part in the 
development of the Arabic  
 
Language to be a main participant in this age of 
information. The Arabic language is our identity 
and our path to the genuine understanding of this 
age. It  
 
 
 

Is also the way to achieve an Arabic scientific 
development that takes part in building the 
modern civilization.  
STUDY SAMPLE. 

2. THE IMPORTANCE OF TABLES 

Just like learning to walk before you can run, 
learning multiplication and memorizing the times 
tables are building blocks for other math topics 
taught in education and learning such as division, 
long multiplication, fractions and algebra. 
Students who have not memorized the times 
tables will find these levels of math much more 
difficult than they need to be. There is no time to 
pull out a calculator or to take 20 seconds to 
work out a math strategy before coming up with 
the answer. Learning system dealing with tables 
will very often fall behind in math and begin to 
loose confidence. All because they did not 
memorize the times tables! 
Knowing your multiplication facts is helpful not 
only in academics; we frequently use 
multiplication in our daily lives. We might need 
it when doubling a recipe, determining a discount 
at a store or figuring out our expected arrival 
time when traveling. Math calculations are 
subconscious elements in work, play and daily 
chores. Knowing the times tables can help simple 
tasks to be performed rapidly and save time and 
stress. 
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Because of these issues we working on tables 
designed with elements in the same column tend 
to have similar properties. The gaps at the top of 
the table are there to make the elements in 
vertical columns all have the same amount of 
outer-shell electrons helping Arabic language in 
arab region. 
 
The study sample consisted of 242 Arabic 
documents which were presented in the Saudi 
Arabian National Computer Conference. These 
documents were used in many studies. 
 

3. THE ARABIC LANGUAGE 

Arabic is a language that holds the miracle of the 
Holy Quran, and accomplished all the 
requirements of Arabic and Islamic civilization 
in its peak flourishing. Arab books in Medicine 
and Science had been the main reference books 
for the West and in most of its important 
universities until the end of the middle ages. and 
the beginning of the renaissance [25]. 
 
     Internationally, it gained full acceptance and 
recognition and became a credited language in 
UN agencies along side with the other five 
languages used.  
 
4. VECTOR SPACE MODEL. 

This model is characterized by the use of very 
little binary weight, but more has partial 
matching. When the weight is given to the index 
terms in queries, these weights are used to 
calculate the degree of similarity of each file in 
the system and the user query through a 
descending arrangement after calculating the 
degree of similarity; they are arranged in a 
descending way [7] 
 
This model is characterized by:- [7] Enforcing 
system efficiency by giving weight to the idioms. 
• As it is dealing with partial matching, it allows 
for documents near to the query to be retrieved. 
Using ranking measures as (Cosine ranking), 
which allows the documents to be arranged 
according to their relation with the query. 
The disadvantage of this model is that it requires 
mathematical operations that may affect the 
performance of the system. 
The vector space model has been named so 
because each document and term has a vector  

Figure (1) shows the tradition structure for 
implementing vector space model  
 

Tn … T3 T2 T1  

W1n … W13 W12 W11 D1 

W2n … W23 W22 W21 D2 

W3n … W33 W32 W31 D3 

: … … … … : 

: … … … … : 

Wmn … Wm3 Wm2 Wm1 Dm 

Figure1  

All keyword and all documents will appear in 

the matrix  

 
5. NEW DATA STRUCTURE USING 

MEMORIZED SEMIRINGS  
 In the new structure, the tables are special kinds 
of two rows arrays. The first row is filled with a 
word, and the second with some coefficients. 
This structure generalized the (finite) k-sets sets 
of Eilenberg[6], it is versatile (one can vary the 
letters, the words and the coefficient), easily 
implemented and fast computable. Varying the 
scalars and the operations on them, one can 
obtain many different structures and among them 
semirings. 
 
The new structure can be implemented by 
generating a table for each document, and the 
first row filled with a key word and the second 
row filled with weight for each key word. 
 

D1 T1 T2 T3 …. ….. Tn 

W11 W12 W13 … … W1n
Figure2 

Only the keyword appear in the document is 
appear the table not all keyword 

 
6. COMPUTE THE WEIGHT 
We can compute the weight by these equations: 
 
 
Wi,j: the weight of the term i in the document j. 
N: number of documents in the system. 
ni: the number of documents that term i appear in 
it. 
Fi.j: Normalized Frequency and compute by 
 
 

Wi,j = f i,j  *  log N/ni ---[7] 

f i , j = freq i,j / MAX L freq L,j ---[7] 
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Freqi,j →the number of times the term i appeared 
in the text of the document j. 
 MAX L freq L,j→ the maximum is compute 
over all terms which are mentioned in the text of 
the documents dj. 
but in a way to surpass the threshold. This is a 
value given to discriminate between relevant and 
irrelevant documents. Those above the threshold 
are relevant ones. 
ELIMINATING STOPWORDS 
      Stop words are those words that are repeated 
in every document, so they are considered as 
weak to be distinguished, we can not distinguish 
the content of a text depending on them [16]. 
There are other benefits from eliminating 
stopword as  "shortening indexing structure" [7] 
and are useful in making the process faster and 
doesn't have information Retrieval and the degree 
of the efficiency of recalling system.  [7] It 
doesn't also burden the system with unnecessary 
information (Swaine', 1994) 
    
     It is not clear which words can be considered 
stopwords and which cannot. Traditional 
methods consider that words that are repeated 
many times are stop words, but there are some 
words that are repeated in a certain document and 
considered as important words "indexing terms''. 
But when the subjects are more specialized, as to 
say a subject specialized in database. Then the 
use of repeated words, as "index terms" such as 
the word "computer" are useless to be "index 
terms''. [11]. 
 
In the first phase, stop words have been deleted. 
Those were collected by Al-Shalabi (2004, et al) 
and they gained 98% success in distinguishing 
stopwords in addition to deleting some signs that 
appeared. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
7. RESULTS: 
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EXPLAIN THE RESULT: 
The result may appear overstatement!, this is 
because the complexion of the first structure is a 
"matrix" so any document added means the rows  
increase, and any new term added to the matrix 
means the number of column increase by one. 
So, matrix size equal rows × columns, so matrix 
size will increase in a geometric series. But in the 
memorized semirings structure any document 
added means the new table increases and any 
new terms added to table not make this gap so 
memorized semirings structure size increase in 
an arithmetic series. 

 

 

 

 

 

 

Figure3:  
The result show the save space when we used 

memorized semirings structure 
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