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ABSTRACT 

One of the key challenges of managing very huge volumes of data in scalable Information retrieval systems is 
providing fast access through keyword searches. The major data struc- 
ture in the information retrieval system is an inverted file, which records the positions of each term in the 
documents. When the information set substantially grows, the number of terms and documents are significantly 
increased as well as the size of the inverted files. 

In this research we implement to techniques of inverted file -posting list and Tries trees- on Arabic 
Language, then we will try to state the optimum technique to store the vocabulary according to the speed 
of retrieving queries from the collection of documents. 

Keywords: Inverted File(Word Method),Tries Tree ( B+ tree).  Information Retrieval, Posting List, 
Indexing, Index Terms, Depth-First Algorithm, Vocabulary, Stopword. 

 

1. INTRODUCTION 

the information retrieval its Aims to retrieve 
information stored large amount of data access 
and contribute to it, as fast as possible to contain 
information on more than one form of the visual 
and textual or audio information retrieval 
system is a system to store information to be 
available  for  future  use. Most  actual  information  
system, systems store and enable the retrieval of 
only textual. The user can to retrieve the 
information through the query, where the 
information retrieval system to retrieve all 
theinformation that "satisfy" the query, which is in 
contrast to database systems. Information retrieval 
not return a definite answer, but produce a ranking 
of documents that seem tocontain  information  
relevant  to  the  query  given  to  the system, 
queries and documents in natural language based 
system, information retrieval on the division of 
each word. This process is called indexing and 
During indexing stops words ("the", "but", "and", 
etc.) are discarded, and suffixes are removed, 
where the words that the system remained divided 
into two terms to be queries and documents[7]. 

 

Several different types of index have been expressed. 
The most well-organized index structure for text 
query evaluation is the Inverted File:a collection of 
lists, one per term, recording the identifiers of the 
documents containing that term[20]. 

An elective structure for storing vocabularies is a  
B+ tree. The high branching factor typical of these 
trees means that the internal nodes are only a 
small percentage of the total vocabulary size. For 
example, suppose that in a B+-tree leaves contain 
pointers to inverted lists that the vocabulary of some 
database contains 1,000,000 distinct 12-byte terms, 
and that the disk being used operates with 8-kilobyte 
blocks and 4-byte pointers. Then at most 64 
kilobytes is required for the internal nodes.  Given 
this much memory, at most one disk access is 
required to fetch a vocabulary entry. Since the exact 
address of the inverted list is then known, a second 
access success to retrieve the corresponding inverted 
list [19]. 

When the dictionary is stored as a B-tree 
with a high branching factor, it takes one disk seek 
and one disk read to retrieve the position/length 
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pair for any given term .  To retrieve an inverted 
list takes one more disk seek  and one more disk 
read [19].a 
 

2. INFORMATION  RETRIEVAL  

SYSTEMS  

General Scheme Figure 1 explain the  essential  

structure  of  a  classical information  retrieval  

system. Through the  first  phase the 

preprocessing, the raw documents of the corpus 

are processed to tokenized documents and then 

indexed as a list of postings per terms. At the 

second phase the user gives a query to represent his 

"information need". The query is then transformed 

to a system query and its relevant documents are 

retrieved from the index. The retrieved 

documents are ranked according to their relevance 

to the query and returned to the user[5]. Many 

information retrieval systems include a 

mechanism which allows the user to provide a 

feedback as to the quality of the results. Using this 

feedback the system adapts and attempts to 

produce better results for the query[5]. 
 

Figure 1: IR System Scheme 
 

3. SEARCH ENGINES-GENERAL 

SCHEME 

A search engine is an information retrieval system, 
however, It is not identical to the classical IR 
system previously described. The dierences between 
classical IR systems and search engines derive from 
the dierence in the source of the corpus, i.e.,a well 

dened closed archive such as a library as opposed to 
the World Wide Web. Since there is no direct access 
to the documents on the Web (as there is in a library 
corpus), a crawleris needed.This software 
component is responsible for fetching Web pages 
and storing them in a local repository. The 
crawling mechanism poses technological challenges 
related to the eciency of the process and to the 
relevance of the documents - as Web pages are 
dynamic, the crawler should keep the repository up 
to date. Crawling the documents out of the  
Web is not enough as the Web data includes many 
redundant information. The global analyzer is 
responsible to eliminatedispensable data such as 
duplicate Web pages and pages that include 
pornography. In addition, the global analyzer is 
responsible for global calculations used by the 
information retrievalsystem such as page ranking (the 
rank of a page is determinedmostly by pages that 
have links to it and pages it has links  
to)[5]. 

Figure 2 explain the basic structure of search engines. 

4. CLASSICAL IR VS. WEB IR 

The table in Figure 3 presents the main differences 
between classical information retrieval systems and 
Web information retrieval systems[5]. 

Figure 3: Classical IR Vs. Web IR 
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5. INFORMATION  RETRIEVAL  

VS.   DATA RETRIEVAL 

An information retrieval system is not a data 
retrieval system. Figure 4 presents some of the 
distinguishing properties of data and information 
retrieval systems[5]. 

Figure 4: Information Retrieval Vs. Data Retrieval 

6. INFORMATIO  RETRIEVAL  

ON  ARABIC LANGUAGE 

Researching in English and other languages are 
rich in the field of Information retrieval but those 
written in Arabic are very poor.  Here lies the 
importance of our study, to take part in the 
development of the Arabic Language to be a main  
participant in this age of information. The Arabic 
language is our identity and our path to the genuine 
understanding of this age. It Is also the way to 
achieve an Arabic scientific development that takes 
part in building the modern civilization. 

There  are  many  researchers  discuss  field  
information retrieval system.in this section is show 
some existing potential work in IR on Arabic 
language . 
 

Mohammed Aljlayl and Ophir Frieder [3] have 
compared MT (Machine Translation) and MRD 
(Machine-Readable Dictionary) to Arabic-English 
CLIR (Cross-Language Information 
Retrieval).The most important technique in 
CLIP for query translation from one language 
retrieve relevant documents in other languages is 
MT and MRD. They present three methods 
(Every-Match (EM) method,  First Match (FM) 
method, Two Phase (TP) method) of query 
translation using a Bilingual dictionary for Arabic-
English CLIR .they achieved roughly half of the 
performance of the monolingual retrieval.  They 
display that good retrieval success can be achieved 
without complex resources using a new method 
called Two-Phase method for Arabic-English CLIR. 

Mohammed Aljlayl and Ophir Frieder [4] have 
using two stemming algorithms for Arabic 
information retrieval system (The root algorithm 
which is measured as an aggressive stemmer and 
surface-based (no stemming) approach). They 
planned  and  experimented  with  a  novel  stemming  
algorithm called light stemming (LS) for resolve 
the ambiguity associated  with  the  root  algorithm.   
LS  is  measured  a non-aggressive stemmer.  This 
approach is primarily based on  suffix  and  prefix  
removal  and  normalization. The  LS algorithm 
significantly outperforms the root algorithm. They 
found 87.4% and 24.1% increase in average 
precision over the Arabic surface form and root 
algorithm. 
 

Leah S. Larkey and Margaret E. Connell [18] 
have put three monolingual runs and one cross-
language run.  They first explain the models,  
techniques,  and resources they used,  then they 
explain each run in detail.   They run performed 
moderately well, in the second tier (3rd or 4th 
place).   Since give these results,  they have 
increased in quality normalization and stemming, 
increased in quality dictionary construction, 
widened Arabic queries, made better estimation and 
smoothing in language models. 
 

Aitao Chen and F Gey[6] have performed one 
Arabic monolingual  run (BKYMON)and  three  
English-Arabic cross-language  retrieval 
runs(BKYCL1,  BKYCL2,  and BKYCL3), all 
being automatic.  They took the approach of 
translating queries into document language using 
two machine translation systems.  Best cross-
language retrieval run obtain 87.94% of the 
monolingual retrieval performance. Advanced  one  
MT-based  Arabic  stemmer  and  one  light Arabic 
stemmer. The Berkeley light stemmer process better 
than the automatically created MT-based 
stemmer.  The exploratory results give query 
expansion largely increased in quality the retrieval 
performance. 
 

Leah  S.  Larkey  et  al.[11]  have  advanced  
several  lightstemmers  based  on  heuristics  and  a  
statistical  stemmer based on co-occurrence for 
Arabic retrieval system .They compare the retrieval 
efficiency of stemmers and of a morphological 
analyzer on the TREC-2001( For the 2001 Text  
Retrieval Conference)data. The best light stemmer was 
more efficient for cross-language retrieval than a 
morphological stemmer which tries to get the 
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root for each word.  But still poorer to good light 
stemming or morphological analysis. 
 

Leah S. Larkey et al. [12] have explain problem of 
Proper names for cross language information 
retrieval.  Standard bilingual  dictionaries 
classically  have  poor  treatment  of proper  names.   
Then  again,  IR  mission  involving  news  
corpora, like TDT and TREC (Text Retrieval 
Conference) cross language IR, have Proper 
names at their core.  In this paper, they prove the 
importance of proper names in one such mission, 
the TREC 2002 (Arabic-English) cross language 
track,  by viewing that performance degrades a  
large amount (50%) when the bilingual lexicons do 
not have proper names.  They then check several 
different sources of proper name translations 
from English to Arabic, both static  and  
generative (transliteration)  and  explore  their 
effectiveness in the context of the TREC 2002 cross 
language IR task. They provide for a conclusion 
that a combination of static translation resources 
add transliteration provides a successful solution. 
 
Young-Suk Lee et al. [14] they come near 
Arabic’s rich morphology using a model that a word 
consists of a sequence of morphemes in the pattern 
prefix*-stem-suffix* (* denotes zero or more 
occurrences of a morpheme).  This method is sow 
seeds using a small manually segmented Arabic 
corpus and uses it to bootstrap an unsupervised 
algorithm to build the Arabic word segmenter from 
a large unsegmented Arabic corpus and uses a 
trigram language model to decide the  
most probable morpheme sequence for a given 
input.  For improve the segmentation accuracy by 
use an unsupervised algorithm for automatically 
obtaining new stems from a 155 million word 
unsegmented corpus, and re-estimate the  
model parameters with the widened vocabulary and 
training corpus.   The resultant Arabic word 
segmentation system achieves around 97% exact 
match accuracy on a test corpus containing 28,449 
word tokens. 
 

Nasreen AbdulJaleel and Leah S. Larkey [2] 
they explain problem  of  Out  of  vocabulary 
(OOV)  words  for  cross language information 
retrieval.  In the paper, they show a  simple 
statistical technique to train an English to 
Arabic transliteration model from pairs of names. 
They call this aselected n-gram model because a 
two-stage training procedure first learns which n-
gram segments should be added to  

the unigram inventory for the source language, and 
then a second stage learns the translation model over 
this inventory. This method require no heuristics 
or linguistic knowledge of either language.  They 
calculate the statistically-trained model and a 
simpler hand-crafted model on a test set of 
named entities from the Arabic AFP corpus and 
prove that they perform better than two online 
translation sources. 
 
Bassam Hammo et al. [10] they explain the design 
and implementation of a question answering (QA) 
system called QARAB. It is a system that takes 
natural language questions described in the Arabic 
language and attempts to supply short answers.  
The method using techniques from IR and NLP to 
process a collection of Arabic text documents as its 
primary source of knowledge. 
 

Fredric C. Gey and Douglas W. Oard [15] In 
this paper, have provided an general survey of 
that work in a way that help readers distinguish 
similarity and difference in the approaches taken 
by the participating teams. have also wanted to 
discover the utility of the test collection itself,  
providing  aggregate  information  about  topic  
complexity that individual teams may find 
useful when interpreting their results, dentifying 
a potential concern regarding the completeness of 
the pools of documents that were judged for 
relevance, and illustrating a surprising 
insensitivity of 
retrieval effectiveness to query length. 
 

Kareem Darwish [8] has show a rapid technique 
of developing a shallow Arabic morphological 
analyzer. It will only be concerned with generating 
the possible roots of any given Arabic word. The 
analyzer is dependent upon automatically derived 
rules and statistics. 
 

Hele-Mai Haav and Tanel-Lauri Lubi [16]have 
show for solve the problem of information overload 
on the web recent information  retrieval  apparatus  
need  to  be  increased  in quality.   Much  more 
"intelligence"  must  be  inserted  to search tools to 
manage effectively search, retrieval, filtering and 
presenting relevant information.  This can be done 
by concept-based (or  ontology  driven)  information  
retrieval, which is measured as one of the high-
impact technologies for the next years. Anyway, 
most of commercial products of search and retrieval 
class do not report about concept-based  
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search features.  The paper provide an overview of 
concept based information retrieval techniques and 
software tools currently available as prototypes or 
commercial products. apparatus are evaluated using 
feature classification, which incorporates general 
characteristics of tools and their information 
retrieval features. 
 
Abduelbaset Goweder et al. [9] have developed 
several techniques for BP (Broken plurals) detection, 
and evaluated them using an unseen test set. They 
exist as a corporationthe BP detection component 
into a new light-stemming  algorithm  that  mixes  
both  regular  and  broken  plurals with their 
singular forms.   They also evaluated the new  
light-stemming algorithm within the context of 
information retrieval, comparing its performance 
with other stemming algorithms. 
 
Leah S. Larkey et al. [13] have found, though, 
that afull solution to this problem is not 
necessary for helpful information  retrieval.   
Light  stemming  allows  extremely good 
information retrieval without given that correct 
morphological analyses.  They developed more than 
a few light stemmers for Arabic, and valued at their 
effectiveness for information retrieval using 
standard TREC data. They have also examined in 
order to find similarities and differences  
light stemming with several stemmers based on 
morphologi- 
cal analysis. 

7.    INVERTED FILE 

Inverted files are the data structures employed 
by most modern retrieval systems to associate 
index terms (words, stems, phrases, big rams, etc) 
with document occurrences. Indexes are organized 
into posting lists containing several pointers which 
carry the correspondence information [17].  
An inverted file index has two main parts: a search 
structure or vocabulary, containing all of the 
distinct values being indexed; and for each distinct 
value an inverted list, storing the indenters of the 
records containing the value[20]. 
 
Queries are evaluated by fetching the inverted lists 
for thequery terms,  and then intersecting them 
for conjunctive queries and merging them for 
disjunctive queries. To minimize buyer space 
requirements, inverted lists should be fetchedin 
order of increasing length; thus, in a conjunctive 

query, the initial set of candidate answers are the 
records in the shortest inverted list, and processing 
of subsequent lists only reduces the size of this set. 
Once the inverted lists have been processed, the 
record indenters must be mapped to physical  
record addresses.  This is achieved with an address 
table, which can be stored in memory or on disk 
[17]. 
 

The inverted file basically follows the concept of 
the indices  used in books.  Information retrieval 
systems usually con-struct indices for the contents 
of the documents to simplify the querying 
operations.  When the users perform queries, user 
queries can be satisfied by returning the 
document pointers whose documents contain 
requested terms[23]. 
 
Figure 1 shows  the  data  structure  of  an  
inverted  file. The terms of the index are sorted 
in alphabetical order. For each term we maintain 
a data structure called posting, which is a list of 
pointers pointing to documents containingthe 
term, and the positions of the term appeared in 
those documents. 

Figure 5: structure of posting with document list 

8.   TRIES-TREE 

A tries (from retrieval),is a multi-way tree 
structure useful for storing strings over an 
alphabet. It has been used to store large 
dictionaries of English (say) words in spelling 
checking programs and in natural-language 
"understanding" programs. Given the data: an, ant, 
all, allot, alloy, aloe, are, ate, be [1]. the 
corresponding tries would be in figure 6 : 
each moment where there is an extra something 
new was added today on web sites.  
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On  the  contrary, technique  that  using  Inverted  
File  algorithm, where information is semi-fixed 
and take time to cataloguing and processing and 
then displayed them for use to satisfied the 
information need(Query).  
 
9.  OUR APPROACH 
 
9.1Text Operation 

Text Operation: Processes that we will do it on 
text for the collection of documents: Document Pre-
Processing is the process of incorporating anew 
document into an information retrieval system. The 
goal form it is  

• Represent the document efficiently in terms 
of both space(for storing the document)and time(for 
processing retrieval requests)requirements.  

• Maintain good retrieval performance(precision 
and recall).  

Document Pre-Processing is complex process that 
leads to 

Figure 6: structure of Tries-Tree [1] 
 

The idea is that all strings sharing a common stem 
or prefix hang off a common node. When the strings 
are words over a..z,a node has at most 27 children 
one for each letter plus 
a terminator[1]. The elements in a string can be 
recovered in 
a scan from the root to the leaf that ends a string. All 

strings in the trie can be recovered by a depth-first 
scan of the tree. 

The challenges presented by text search have led 
to thedevelopment of a wide range of algorithms 
and data struc- 
tures. These include representations for text indexes, 
index  
Construction techniques and algorithms for 
evaluation of  
text queries. 

In  this  paper, we  explain  how  to  implement  
Tries  Tree algorithm for text indexing for Arabic 
language, this struc- 
ture useful for storing strings over an alphabet. It is 
providing fast access through keyword Searches. 

Indexes  based  on  these  techniques  are  crucial  
to  the rapid  response  and  immediate  processing  
provided  by the  major  Web  search  engines  to  
each  something  new to happen(from attach new:  
Web pages, newspaper arti- 
cles, academic  publications, company  reports, 
research  grant applications, manual   pages,   
encyclopaedias, parliamentary proceedings, 
bibliographies, historical  records, electronic  mail and 
court transcripts etc.) 
 
Tries  Tree  is  technique  to  store  the  vocabulary 
(Stem- 
ming algorithms :no Root for word) according to 
the speed of retrieving queries from the collection of 
documents. 

We use search technique using the Tries Tree 
algorithm  
when the information is current, in other words, 
variable in 
the representation of each document by a select 
set of in- 
dex terms. However, some Web search engines are 
giving up on much of this process and index all(or 
virtually)the word in a document. 
 
Document Pre-Processing includes operations: 

1. Lexical analysis of the text:  Identify 
(determine) the words in the text (document),in 
other words,Lexical analysis separates the input 
alphabet into 

• Word characters (e.g., the letters a-z) 

• Word separators (e.g., space, new line) 
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2. Elimination of stop words:  Filtering out 
words which are too frequent among the docs in 
the collection are not good discriminators. A 
word occurring in 80% of the docs in the 
collection is useless for purposes of retrieval. 
Filtering out stop words achieves a compression 
of 40% size of the indexing structure. 

3. Selecting of indexing terms(indexing):Increase 
efficiency by extracting from the resulting document 
a select set of terms to be used for indexing the 
document. 
 
9.2 Description Of Tries Tree Algorithm 

In Our Approach 

1. Work Text Operation. 

2. Storage keywords with a tree and is represented it 
in two dimensional matrix, in other words, indexing 
of keywords with a tree (The result of the Tries Tree 
is a list of terms (key word) that represent 
documents in the collection. In order to facilitate 
searching these terms in an efficient way, an index 
is created). 

3. When the user makes a query, represented a 
keyword for the query by tree, it is match with the 
keywords stored in the matrix. 
 
This algorithm is stored on the server search engines 
and when  used as we have already said previously 
dealt with the query immediately for(indexing and 
other operations).for return all relevant documents 
(at modern).  

9.3 Description of our Approach 
programming 

Our approach to compare this two method (Tries 
Tree and Inverted File) was the following steps for 
both methods:  

1. Insert all stop word in STOPWORD table.  
Stop  words  are  those  words  that  are  repeated  
in every document, so they are considered as weak 
to be distinguished, we can not distinguish the 
content of a text depending on them [22].  There 
are other benefits from  eliminating  stopword  as 
"shortening  indexing structure"  [21] and are 

useful in making the process faster and doesn’t 
have information Retrieval and the degree of the 
efficiency of recalling system.[21] It doesn’t  
also burden the system with unnecessary 
information  
(Swaine’,1994) 
 
It is not clear which words can be considered 
stopwords and which cannot. Traditional methods 
consider that  words  that  are  repeated  many  
times  are  stop words, but there are some words 
that are repeated in a certain document and 
considered as important words "indexing terms". 
But when the subjects are more specialized, as to say 
a subject specialized in database. Then  
the use of repeated words, as "index terms" such 
as the word "computer" are useless to be "index 
terms"[23]. 

The following table shown of STOPWORD in the 
figures below : 

 

Figure 7: STOPWORD table 
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Figure 8: STOPWORD table 

Figure 9: STOPWORD table 

  
 

2. Insert the entire document in the DOC table 
(12000) document. 

3. Make trim for all documents to remove unlike 
spaces. 

4. Calculate document character length. 
5. Remove numeric values from the text. 
6. Remove stop word using stopword table and _ll 

WORDS table for the inverted _le method and 
CHARACTERS table for tries tree method. 

 

9.4 Results Of Our Approach Programming 

Then make small application to test the speed of 
information retrieval speed for documents and the 
result was as the following: - 

1. The Collection Documents 12000 The Tries 
Tree Was Faster  

Three Time Than Normal Inverted Le Word 
Method. 

2. The collection documents 1500 both of them 
approximately speed time are equal. 

3. The collection list less than 1000 document the 
inverted le was faster than the tries tree 
method. 

4. Tries tree takes double time more than inverted 
le for initiate CHARACTERS table and 
inverted le word method take only one unit of 
time to initiate WORDS table. 

10.  CONCLUSIONS 

After reading and study each method and 
implement them we recommend to use inverted le 
word method if the collection set is less than or 
equal 1000 document, and we recommend to use 
the tries tree method if the collection set is larger 
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than 1500 document, if the collection set is Arabic 
collection document. 

11.  FUTURE WORK 

Many techniques are used to compress the 
index.Stopping and stemming techniques reduce 
the number of terms used in the index, and thus 
reduce the index size [20]. 

"Stemming algorithms are used in information 
retrieval to reduce di_erent variants of the same 
word with di_erent endings to a common stem 
.Stemmers can help information retrieval systems 
by unifying vocabulary, reducing term variants, 
reducing storage space, and increasing the 
likelihood of matching documents"[20] . 

We recommend to application stemming 
techniques in Information Retrievals Tries Tree for 
Arabic language, one of the main reasons behind 
using such a method is reduce the index size. 

We expect the results be as follows: 

_ More relevant and retrieval document. 

_ Need more processing . 

_ Less memory. 
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