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ABSTRACT 
 

Clustering is a distribution of data into groups of similar objects. In this paper, Ant Colony Optimization 
(ACO) is proposed to improve k-means clustering. Though the k-means is one of the best clustering 
algorithm, the quality is based on the starting condition and it may converge to local minima. And an 
important point is, so far, the researchers have not contributed to improve the cluster quality after grouping. 
Our proposed method has two phases: in the first step, the initial seeds for k-means clustering are selected 
based on statistical modes to converge to a “better” local minimum. And in the second step, we have 
proposed a novel method to improve the cluster quality by ant based refinement algorithm. The proposed 
algorithm is tested in medical domain and shows that refined initial starting points and post processing 
refinement of clusters indeed lead to improved solutions.  
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1. INTRODUCTION 
 

Clustering have been used in a number of 
applications such as engineering, biology, medicine 
and data mining [1,2]. Xu and Wunsch (2005) 
presented a brief survey on clustering algorithm [3]. 
One of the most widely used algorithms is k-means 
clustering [4]. It partitions the objects into clusters 
by minimizing the sum of the squared distances 
between the objects and the centroid of the clusters. 
The k-means clustering is simple but it has high 
time complexity,   so it is not suitable for large data 
set [5-7]. Many algorithms have been proposed to 
accelerate the k-means. Bentley (1975) suggested 
kd-trees to accelerate the k-means. However, 
backtracking is required, a case in which the 
computation complexity is increased [8]. And the 
kd-trees are not efficient enough for higher 
dimensions. Furthermore, it is not guaranteed that 
an exact match of the nearest neighbour can be 
found unless some extra search is done as discussed 
in [9]. Elkan (2003) suggests the use of triangle 
inequality to accelerate the k-means [10]. Hjaltason 
and Samet (1999) suggested to use RTrees [11]. 
Nevertheless, R-Trees may not be appropriate for 
higher dimensional problems. In [12-14], the Partial 
Distance (PD) algorithm has been proposed. The 
algorithm allows early termination of the distance 
calculation by introducing a premature exit 
condition in the search process.  

As seen in the literature, the researchers 
contributed only to accelerate the algorithm; there 
is no contribution in cluster refinement. In this 
paper, we proposed an Ant Colony Optimization 
(ACO) algorithm to improve the k-means. The 
proposed algorithm consists of two steps. In the 
first step, to avoid local minima, we presented a 
simple and efficient method to select initial 
centroids based on mode value of the data vector.  
And the k-means algorithm is applied to cluster the 
data vectors. Then in the second step, an ant colony 
optimization algorithm is applied to refine the 
cluster to improve the quality.  

The paper is organized as follows: the following 
section presents the general k-means algorithm. 
Section 3 presents our proposed initial refinement 
procedure. Section 4 discusses the proposed cluster 
refinement algorithm with ant colony optimization. 
Section 5 presents the results and the work is 
concluded in section 6. 

2. STANDARD K-MEANS ALGORITHM 
 

One of the most popular clustering techniques is 
the k-means clustering algorithm. Starting from a 
random partitioning, the algorithm repeatedly (i) 
computes the current cluster centers (i.e. the 
average vector of each cluster in data space) and (ii) 
reassigns each data item to the cluster whose centre 
is closest to it. It terminates when no more 
reassignments take place. By this means, the intra-
cluster variance, that is, the sum of squares of the 



Journal of Theoretical and Applied Information Technology 

© 2005 - 2009 JATIT. All rights reserved.                                                                      
 

www.jatit.org 

 
29 

 

differences between data items and their associated 
cluster centers is locally minimized. k -means’ 
strength is its runtime, which is linear in the 
number of data elements, and its ease of 
implementation. However, the algorithm tends to 
get stuck in suboptimal solutions (dependent on the 
initial partitioning and the data ordering) and it 
works well only for spherically shaped clusters. It 
requires the number of clusters to be provided or to 
be determined (semi-) automatically. In our 
experiments, we run k-means using the correct 
cluster number. The algorithm for the standard k-
means clustering is given as follows: 

a. Choose a number of clusters k 
b. Initialize cluster centers µ1,… µk  

i. Could pick k data points and set 
cluster centers to these points  

ii. Or could randomly assign points to 
clusters and take means of clusters 

c. For each data point, compute the cluster 
center it is closest to (using some distance 
measure) and assign the data point to this 
cluster.  

d. Re-compute cluster centers (mean of data 
points in cluster) 

e. Stop when there are no new re-assignments. 
 
3. INITIAL REFINEMENT 
 

The initial cluster centers are normally chosen 
either sequentially or randomly as given in the 
standard algorithm. The quality of the final clusters 
based on these initial seeds.  It may lead to local 
minimum; this is the disadvantage in k-means 
clustering. To avoid this, in our proposed method, 
we are selecting the modes of the data vector as 
initial cluster centers. Based on the number of 
clusters, the modes are selected one after another. 
Initially the first mode value is selected as the 
center for the first cluster and the next highest 
frequently occurred value is (next mode value) 
assigned as the center for next cluster. With this 
modification, the k-means algorithm is tested with 
medical data, as Table 1 shows, the quality is not 
improved but the processing time is reduced. Thus 
the time complexity is reduced in k-means 
algorithm also the local minima can be avoided.  

Table 1. Clustering results for Wisconsin Breast Cancer 
Dataset. 

Methods 
Quality Measures Time  

Complexity  
(in secs) Entropy F Measure 

K-means  
with Mode 0.2373 0.9599 0.516 

K-means 0.2373 0.9599 0.953 
    

4. ACO BASED CLUSTER REFINEMENT 
 

Ant-based clustering and sorting was originally 
introduced for tasks in robotics by Deneubourg et 
al. [15]. Lumer and Faieta [16] modified the 
algorithm to be applicable to numerical data 
analysis, and it has subsequently been used for 
data-mining [17], graph-partitioning [18]-[20] and 
text-mining [21]-[23]. 

Such ant-based methods have shown their 
effectiveness and efficiency in some test cases [24]. 
However, the ant-based clustering approach is in 
general immature and leaves big space for 
improvements. With these considerations, however, 
the standard ant-based clustering performs well; the 
algorithm consists of lot of parameters like 
pheromone, agent memory, number of agents, 
number of iterations and cluster retrieval etc. For 
these parameters more assumptions have been 
made in the previous works. So far, ants are used to 
cluster the data points. Here, for the first time we 
have used ants to refine the clusters. The clusters 
from the above section are considered as input to 
this ACO based refinement step. 

The basic reason for our refinement is, in any 
clustering algorithm the obtained clusters will never 
give us 100% quality. There will be some errors 
known as misclustering . That is, a data item can be 
wrongly clustered. These kinds of errors can be 
avoided by using our refinement algorithm.  

In our proposed method, only one ant is used to 
refine the clusters. This ant is allowed to go for a 
random walk on the clusters. Whenever it crosses a 
cluster, it will pick an item from the cluster and 
drop it into another cluster while moving. The pick 
and drop probability is calculated as given: 

Picking up probability, ( )2

1

1

fk
k

Pp +
=  

Dropping probability, 2

2

)(
fk

fPd +
=   

Here, ƒ is the entropy value of the clusters 
calculated before the item was picked and dropped, 
while k1 and k2 are threshold constants (picking-up 
threshold and dropping threshold, respectively). If 
the dropping probability is lower than the picking 
probability then the item is dropped into another 
cluster and the entropy value is calculated again. 
This random walk is repeated for N number of 
times. From the following section, it is shown that 
our refinement algorithm improves the cluster 
quality. The algorithm is given as: 
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a. Choose a number of clusters k 
b. Initialize cluster centers µ1,… µk based on 

mode  
c. For each data point, compute the cluster 

center it is closest to (using some distance 
measure) and assign the data point to this 
cluster.  

d. Re-compute cluster centers (mean of data 
points in cluster) 

e. Stop when there are no new re-assignments. 
f. Ant based refinement 

i. Input the clusters from improved 
k-means. 

ii. For i = 1 to N do 
a. Let the ant go for a 

random walk to pick an 
item 

b. Calculate the pick and 
drop probability 

c. Decide to drop the item.  
d. Re-calculate the entropy 

value to check whether 
the quality is  improving 
or not. 

iii. Repeat 
 
5. EXPERIMENTS & RESULTS 
 

The quality of the clusters can be analyzed using 
two measures called entropy [25] and F-measure 
[26]. The definitions are given below. 

Entropy – For each cluster, the class distribution 
of the data is calculated first, i.e., for cluster j we 
compute pij, the “probability” that a member of 
cluster j belongs to class i. Then using this class 
distribution, the entropy of each cluster j is 
calculated using the standard formula  

∑−=
i

ijijj ppE )log(  

where the sum is taken over all classes. The total 
entropy for a set of clusters is calculated as the sum 
of the entropies of each cluster weighted by the size 
of each cluster:  

∑
=

∗
=

m

j

jj
CS n

En
E

1
 

where nj is the size of cluster j, m is the number of 
clusters, and n is the total number of data points. 

F measure – it combines the precision and recall 
ideas from information retrieval [27]. We treat each 
cluster as if it were the result of a query and each 
class as if it were the desired set of data items for a 

query. We then calculate the recall and precision of 
that cluster for each given class. More specifically, 
for cluster j and class i 

Recall( i, j ) = nij / ni 
Precision( i, j ) = nij / nj 

where nij is the number of members of class i in 
cluster j, nj is the number of members of cluster j 
and ni is the number of members of class i.  

The F measure of cluster j and class i is then 
given by 

F(i, j) = (2 * Recall( i, j ) * Precision( i, j )) / 
((Precision( i, j ) + Recall( i, j )) 

For an entire hierarchical clustering the F measure 
of any class is the maximum value it attains at any 
node in the tree and an overall value for the F 
measure is computed by taking the weighted 
average of all values for the F measure as given by 
the following. 

{ }∑=
i

i jiF
n
n

F ),(max  

where the max is taken over all clusters at all levels, 
and n is the number of data items. Table 2 presents 
the results, shows that our proposed method 
outperforms the standard method.  
 

Table 2. Cluster Quality Analysis 
 

 Wisconsin Breast Cancer Dataset 
 K-Means K-Means  

with  
Mode 

K-Means  
with  
ACO 

No. of  
Classes 

2 2 2 

No. of  
Clusters 

2 2 2 

Entropy 0.2373 0.2373 0.1502 
F measure 0.9599 0.9599 0.9799 
 Dermatology Dataset 
 K-Means K-Means  

with  
Mode 

K-Means  
with  
ACO 

No. of  
Classes 

6 6 6 

No. of  
Clusters 

6 6 6 

Entropy 0.0868 0.0868 0.0103 
F measure 0.8303 0.8303 0.8841 

 
6. CONCLUSION 
 

In this paper, we have proposed Ant Colony 
Optimization (ACO) algorithm to improve the 
cluster quality from k-means algorithm. At first, the 
initial cluster centers are selected based on 
statistical mode based calculation to converge to a 
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better local minimum. And in the second step, we 
have proposed a novel method to improve to cluster 
quality by ant based refinement algorithm. The 
proposed algorithm is tested in medical domain and 
the experimental results show that refined initial 
starting points and post processing refinement of 
clusters provides better results than the 
conventional algorithm.  
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