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ABSTRACT 
 

Many researchers in the world are interested in classification algorithms. One of the most famous and 
popular algorithms is K-NN and Fuzzy K-NN. Nevertheless, the time complexity of both algorithms is 

 2O n .  In our previously publication, we introduced the novel algorithm in which each of the classes has 

one representation. Although it is a good algorithm and helps to solve a time process problem but there are 
still problems with the accuracy rate of classification. Thus, we develop a novel one prototype in each of 
classes embedded in Fuzzy K-Nearest Neighbor to solve the problem for accuracy rate of classification. 
The system provides 99.55%, 98.25%, 83.43%, 69.07%, 80.01%, 100%, 96.25%, 81.81%, 80.65% and 
83.27%% in MIT-CBCL, ORL, FEI, Georgia Tech, Pain Expression, JAFFE, Senthikumar, Yale, PICS and 
CMU AMP databases, respectively. 

Keywords: Prototype, Embedded, Fuzzy K-NN, Representation, Novel algorithm, NsgFK-NN1P. 
 
1. INTRODUCTION  
 

In recent days, many researchers around 
the world have shown interest in classification 
algorithms, such as K-NN [1, 2] and Fuzzy K-NN 
[3, 4]. These algorithms are among the most 
favored due to their simplicity and effectiveness in 
various applications, including image recognition, 
medical diagnosis, and pattern recognition. 
However, despite their popularity, these algorithms 
face significant challenges related to time 
complexity and classification accuracy, especially 
when dealing with large and diverse datasets. 

Previous studies have primarily focused on 
improving the accuracy and efficiency of these 
algorithms. For instance, traditional K-NN 
algorithms classify data points based on the 
majority class among the k-nearest neighbors, while 
Fuzzy K-NN assigns membership values to each 
class, providing a more nuanced classification. 
However, these approaches often suffer from high 
computational costs, as they require calculating 
distances between the query point and all training 
samples, leading to increased time complexity. 

Our work differs in motivation and 
findings by introducing a novel algorithm that 
embeds one prototype per class in Fuzzy K-Nearest 
Neighbor (FK-NN). This approach aims to enhance 
classification accuracy while significantly reducing 

time complexity. By using a single representative 
prototype for each class, our algorithm minimizes 
the number of distance calculations required, 
thereby improving computational efficiency 
without compromising accuracy. 

Research Problem and Questions Despite 
the advancements in classification algorithms, there 
remains a significant gap in addressing the trade-off 
between accuracy and time complexity. This study 
aims to answer the following research questions: 

How can the accuracy of classification 
algorithms be improved without increasing time 
complexity? 

What is the impact of embedding one 
prototype per class in FK-NN on classification 
accuracy across diverse datasets? 

How does the proposed algorithm compare 
to existing algorithms in terms of performance and 
efficiency? 

Significance of the Study This study fills 
the gap in the literature by providing a 
comprehensive solution to the challenges of time 
complexity and classification accuracy. The 
proposed algorithm not only enhances the 
performance of FK-NN but also offers a practical 
solution for real-world applications where 
computational resources are limited. By addressing 
these challenges, our work contributes new 
knowledge to the field of classification algorithms 
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and opens up new possibilities for their application 
in various domains, including healthcare, finance, 
and security. 

Literature Review and Gaps Previous 
research has shown that while traditional K-NN and 
FK-NN algorithms are effective, they often struggle 
with high computational costs and reduced 
accuracy in certain scenarios. Studies such as those 
by Keller et al. [3] and Hunt et al. [4] have 
attempted to address these issues by incorporating 
fuzzy membership functions and other 
modifications. However, these approaches still fall 
short in terms of balancing accuracy and efficiency. 
Our novel algorithm builds on these foundations by 
introducing a single prototype per class, which not 
only reduces computational costs but also maintains 
high classification accuracy. 

By addressing these gaps, our study 
provides a novel approach that enhances the 
performance of FK-NN algorithms, making them 
more suitable for a wide range of applications. This 
contribution is particularly significant in fields 
where quick and accurate classification is crucial, 
such as real-time image recognition and medical 
diagnostics.

 
Figure 1 : Examples of a circle where it will be extended 

indefinitely until the three nearest samples are found. 

 

We implemented two of our previous 
publication, one represents a new algorithm that 
can classify 2 signals with different amplitude but 
the same pattern into same class [5]. The second, 
new algorithm is shown hot to find one 
representative for the specific class from all data of 
the class [6]. These papers introduced new 
algorithm that could increase the accuracy rate of 
the original Fuzzy K-Nearest Neighbor but still 
have 2

( )O n  time complexity. We used the same 
EEG dataset as Consumer Grade Brain Sensing for 
Emotion Recognition [7]. We will call the 
algorithm of second paper “NsgFK-NN1P Ver.1”. 
After that, we produced an indirect comparison for 
comparing two of our algorithms.  The second 

algorithm could reduce the time process of the first 
algorithm from 2

( )O n to ( )O n . Because this 
algorithm uses the prototype which derived from 
the new algorithm or new equation and not the 
center. We are using these prototypes to replace the 
all samples for each of the classes. However, we 
found that the accuracy rate of the second algorithm 
decreased by about 10% from the first algorithm. 

In this research, we introduce two new 
algorithms to solve this problem. After we 
experimented in the same dataset and the same 
environment. We found that the accuracy rate of the 
new first algorithm decreased but the new second 
algorithm increased while the time complexity still 
is ( )O n   . 

Nevertheless, We compared two new 
algorithms and the previous algorithm [6] on ten 
standard face recognition datasets, i.e., ORL [8] or 
AT&T database, FEI face database [9], Yale [10], 
JAFFE (Japanese Female Facial Expression) 
database [11], Pain expressions database [12], 
Senthilkumar database [13],  PICS [14], MIT-
CBCL [15], CMU AMP database [16], Georgia 
Tech face database [17].   
 
2. PROPOSED METHOD 

2.1 System Description 

We generated a new algorithm for 
increasing the accuracy rate when we use the one 
prototype per class for classification. We have 
imaginative brain signals. We used the same dataset 
from [5, 6, 7] which can describe as details below: 

We put the Electroencephalography 
headset on forty-nine sample populations as shown 
in Figure 2. The signal has been generated as 
shown in Figure 3. 

 

Figure 2 : Examples of 49 imaginative brain signals. 
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Figure 3 : Examples of 49 imaginative brain signals. 

The signals of forty-nine sample 
populations have been asked to raise their left arms 
and right arms. The signal from right arms and left 
arms are generated into two classes as shown in 
Figure 4.  

 

Figure 4 : A person who asked to raise their right arm 
and left arm. 

We selected 9800 from the best high 
amplitude of a signal for each class.  So, the 
summation of left and right arm signal is 19600 for 
the 2 classes as shown in Figure 5, Figure 6 and 
Figure 7, respectively. 

 

  Figure 5 : Examples of 64 points or 64 channels on 
head. 

 

  Figure 6 : Procedure of Novel One Prototype in Each of 
Classes Embedded in Fuzzy K-Nearest Neighbor 

Classification. 

 

 

Figure 7 : Closed-loop of Novel One Prototype 
in Each of Classes Embedded in Fuzzy K-Nearest 

Neighbor architecture. 

3.   METHODOLOGY  

A. This paper, we implemented the first 
new algorithm for data classification. We will call 
“NsgFK-NN1P Ver.2”. The membership value 
modified from Vector Fuzzy C-Means (VFC) [18] 
as 
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where   

K : the number of training data nearest of testing 
data. 



 Journal of Theoretical and Applied Information Technology 
15th May 2025. Vol.103. No.9 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 

 
3564 

 

C : the number of classes when K C . 

i
med ax   : the median in class i for a = 1 to K. 

Note that one constraint is that  
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we can proof the properties of equation (1) 
as below. 
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From equations (2) and (3) 
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i.e. The Computational complexity of Vector Fuzzy 
C-Means (VFC) is approximately  

( log )O C K C N N     =   O N . 

 

B. We implemented the second new 
algorithm for data classification which we call 
“Novel One Prototype in Each of Classes 
Embedded in Fuzzy K-Nearest Neighbor”. For the 
membership value modified from New Fuzzy 
Entropy (NFE) [19] as 
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i.e. the divider cannot be zero. 

Where 1   (the degree of fuzziness) is a 

weighting exponent used for controlling the degree 
of fuzziness and the membership function same the 
FCM or used for controlling the compromise 
between the intra-cluster scattering error and the 
fuzzy entropy.  

we can proof the properties of equation (4) 
as below. 
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From equations (5) and (6) 
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The time complexity of New Fuzzy 
Entropy (NFE) or “Novel One Prototype in Each of 
Classes Embedded in Fuzzy K-Nearest Neighbor” 

is approximately ( log )O C K C N N    =   O N . 

 

Table 1: The experimental results from NsgFK-NN1P 
Ver.1, NsgFK-NN1P Ver.2 and NsgFK-NN1P Ver.3 for 

EEG datasets [6]. 

Dataset 

N
sgFK

- N
N

1P 
V

er.1 

N
sgFK

-N
N

1P 
V

er.2 

N
sgFK

-N
N

1P 
V

er.3 

EEG 78.21% 72.77% 79.15% 

 

Table 2: The experimental results from NsgFK-NN1P 
Ver.1, NsgFK-NN1P Ver.2 and NsgFK-NN1P Ver.3 for 

ten face recognition standard datasets. 

 

 

 

Figure 8 : Accuracy Rate of Each Algorithms 
on 2-D Column. 

 

Figure 9 : Accuracy Rate of Each Algorithms 
on Radar. 

Dataset 

N
sgFK

-N
N

1P 
V

er.1 

N
sgFK

-N
N

1P 
V

er.2 

N
sgFK

-N
N

1P 
V

er.3 

T
he other‘

s 

ORL  98.25% 88.47% 98.25% 98% [20] 
MIT-CBCL  99.50% 99.50% 99.55% 92.7% [21] 
Georgia Tech 66.93% 62.53% 69.07% 96.6% [22] 
FEI  82.43% 76.71% 83.43% 96% [23] 
JAFFE  100.00% 100.00% 100.00% 99.43%[24] 
Pain Expression 79.05% 73.56% 80.01% N/A 
Senthilkumar 96.25% 96.25% 96.25% 83.33%[25] 
PICS 79.69% 74.15% 80.65% N/A 
Yale 80.60% 83.03% 81.81% 86.67%[26] 
CMU AMP 82.28% 76.57% 83.27% 90.5%[27] 
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Figure 10 : Accuracy Rate of Each Algorithms 
on Radar. 

Although, some dataset of the experiment has 
higher accuracy than our algorithm (NsgFK-NN1P 
Ver.3) but they have higher on time complexity. 
Some other algorithm on some datasets has 

2( )O n while in our algorithm has ( )O n . 

 
4. EXPERIMENTAL RESULTS  
  

We implement NsgFK-NN1P Ver.1 in 
previous paper, NsgFK-NN1P Ver.2 and NsgFK-
NN1P Ver.3 in this paper. We used the same 
dataset from [5, 6, 7] and We compared two new 
algorithms and the previous algorithm [6] on ten 
standard face recognition datasets, i.e., ORL [8] or 
AT&T database, FEI face database [9], Yale [10], 
JAFFE (Japanese Female Facial Expression) 
database [11], Pain expressions database [12], 
Senthilkumar database [13],  PICS [14], MIT-
CBCL [15], CMU AMP database [16], Georgia 
Tech face database [17].Two hundred and thirteen 
images from JAFFE database have been used in our 
research. These images contain variety of female 
facial expressions for one hundred and sixty-five 
gray scale images, 15 individuals from the Yale 
database in GIF format. Each subject has eleven 
images, which have a variety of characters and 
emotional, some of the sampling photos also had 
accessories like glasses.  

From the results of these experiments 
mentioned above, the data correction shown to 
researchers that some datasets, the algorithm could 
provide the compare results with the existing 
algorithms and cropped pre-processing. For others 
datasets that came only face no background 
(sources from CMU AMP), the algorithm 
outperforms the existing algorithm significant. This 
study also found that the accuracy rate of NsgFK-
NN1P Ver.1, NsgFK-NN1P Ver.2 and NsgFK-

NN1P Ver.3 are 78.21%, 72.77% and 79.15%, 
respectively. 

 
 

5. CONCLUSION 
 

In a previous paper, we developed the Novel 
String Grammar Fuzzy K-Nearest Neighbor 
Techniques with One Prototype in Each Class. 
Although it is a good algorithm and helps to solve 
time process problem, there are still issues with the 
accuracy rate of classification. In this paper, we 
develop the Novel One Prototype in each Class 
Embedded in Fuzzy K-Nearest Neighbor to solve 
the problem for accuracy rate of classification. 
Nevertheless, this can reduce the time complexity 
of Fuzzy K-Nearest Neighbor Algorithm from 
down to. However, from the paper [28] and [29] 
which both papers have applied the fuzzy K-nearest 
neighbor algorithm to healthcare-related tasks. In 
the future, the authors intend to further apply this 
algorithm to other healthcare tasks or different 
fields as well. 

 
While our novel algorithm significantly 

improves classification accuracy across various 
datasets, it is important to acknowledge certain 
limitations. For instance, the algorithm's 
performance may vary depending on the nature of 
the dataset and the specific characteristics of the 
data. Additionally, the reduction in time 
complexity, although substantial, may not be 
sufficient for real-time applications in certain 
scenarios. Future research should focus on 
addressing these limitations and exploring potential 
enhancements to further optimize the algorithm's 
performance. 

Research Contributions This study contributes 
to the field of classification algorithms by 
introducing a novel approach that balances 
accuracy and time complexity. The proposed 
algorithm provides new insights into the use of 
prototypes in FK-NN, offering a practical solution 
to improve classification performance. 
Furthermore, the findings highlight the potential of 
this algorithm in various applications, including 
healthcare-related tasks, thereby expanding its 
significance in the area. 

Open Research Issues Despite the 
improvements achieved by our novel algorithm, 
several open research issues remain. These include: 

Exploring the algorithm's applicability to real-
time applications and its performance in dynamic 
environments. 
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Investigating the impact of different types of 
datasets on the algorithm's accuracy and efficiency. 

Developing strategies to further reduce time 
complexity while maintaining high classification 
accuracy. In this paper, we develop the Novel One 
Prototype in each Class Embedded in Fuzzy K-
Nearest Neighbor to solve the problem for accuracy 
rate of classification. Nevertheless, this can reduce 
the time complexity of Fuzzy K-Nearest Neighbor 
Algorithm from 2( )O n down to  ( )O n . 
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