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ABSTRACT 
 

The proliferation of social networking sites (SNS) and software failures primarily arising from the 
requirements elicitation phase, motivated researchers to develop methods, that incorporate SNS-based 
users’ needs into the requirements engineering stage, crucial for developing reliable software. This 
approach improves user-centric needs and identifies innovative features, but relevance verification has not 
been thoroughly examined, leading to challenges in filtering and prioritizing relevant information emanated 
from jargon, informal language, and diverse expressions detected in user comments. This research proposes 
a novel intelligent framework for relevance verification of SNS-sourced requirements, combining multiple 
criteria like organizational goals, business rules, related service datasets, and user comments. The proposed 
framework balances user, organization, and developer needs by simplifying the process of determining 
relevant requirements and enhancing their validity. The framework learns and utilizes consolidated criteria 
features as regulation mechanisms, addressing challenges in isolating relevant users' needs and minimizing 
traditional method limitations. The study uses qualitative methods for framework development and 
empirical research methods for sentiment and trend analysis, combining customized word embedding 
models and natural language processing. A case study of digital healthcare systems in developing nations 
explores three evaluation categories: business rules, related service datasets, and a blend of both. The 
dataset includes 2400 key phrases from 800 user needs, 540 business goals, and 900 from service datasets. 
The proposed method achieved a relevance rate of 88%, surpassing individual methods. The study 
contributes to IT and software engineering fields by providing a novel framework for relevance verification 
of SNS-based requirements, ensuring their alignment with actual user needs and improving their 
completeness and prioritization, leading to significant enhancements in system design and development. 

Keywords: Requirements relevance, Users’ need, Intelligent model, Word embedding and NLP, SNS 
 
1. INTRODUCTION 
 

In today’s digital environment, the rise of SNS 
has significantly impacted the way people convey 
and share information, particularly in software 
development [1]. These platforms have become an 
abundant source of user-generated content, 
reflecting present trends, sentiments, and key 
specifications through diverse fields, such as 
software requirements engineering (RE), crucial for 
the development of effective software [2]. 

Researchers are now focusing on and leaning 
towards data-driven practices to overcome system 
failures detected primarily due to defects in the RE 
stage [3]. This shift is essential as 65% of 
software’s face ambivalent success mainly due to 
malfunctioning RE [4-5], and researchers have 
attempted to address these challenges by integrating 
SNS-based user requirements. Properly managed 
user requirements and involvement in the specified 
platforms are vital for facilitating software RE, 
aligning software products and services with user 
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needs, generating valuable ingredients for software 
product success [6]. Research has also revealed that 
SNS-based requirements contain vital software 
development perception and can boost requirements 
characteristics like completeness [7]. In addition, 
studies have demonstrated the use of SNS in the RE 
process, highlighting how the SNS-based method 
complements the traditional requirement-gathering 
methods [8-11].  

As researchers and organizations inclined 
towards SNS platforms for insights into user needs 
and expectations, the dynamic verification of 
requirements relevance from these platforms has 
emerged as a critical problem [12]. Specifically, 
prior researches lack a comprehensive exploration 
of the process of relevance verification for SNS-
sourced requirements from various dimensions, 
including organizational goals, initial specifications 
from the intended application’s terms of reference 
(TOR) documents, related service datasets, and 
users' needs fetched from SNS.  

Particularly, though the vast amount of data 
generated on SNS imparts an opportunity for 
organizations in an effort to gather sufficient user 
requirements, firms face difficulties in filtering and 
prioritizing relevant information [10-11]. 
Compounding these challenges is the usage of 
informal language, slang, and varied expressions by 
users’ that complicates the extraction of essential 
insights. Chen et al. [13] have denoted that due to 
noisy and contradictory opinions, only 35% of 
users’ requirements encompass information that can 
aid developers in constructing and improving their 
software products.  

Unable to comprehend the relevance 
verification process causes a difficulty that lies in 
accurately verifying and integrating users' needs 
into the RE process, crucial for designing software 
that effectively aligns with their preferences. 
Specifically, when relevance verification of 
requirements is not properly carried out, it can lead 
to issues for system analysts and decision-makers in 
enhancing the quality and relevance of software 
products [14]. System analysts may struggle to 
balance user needs and organizational business 
rules, whereas end users may have incomplete 
understanding of their needs and post-unrelated 
issues, affecting the verification process 
performance [15]. Additionally, the relevance 
verification process is influenced by unrealistic user 
needs and overlooking semantic relationships, 
negatively impacting the quality of a software [16].  

In light of these challenges, this research looks 
into a novel intelligent multi-criteria framework to 
ensure the relevance of SNS-sourced requirements. 

Specially, to mitigate potential issues, the relevance 
verification process need to be considered from 
multiple perspectives, including organizational 
goals, related service datasets, and user needs. 
Hence, the study aims to design and develop a 
novel framework by exploring the feasibility of 
using diverse criteria to enhance relevance 
verification processes for SNS-sourced 
requirements. Proper analysis and measurement of 
the relevance verification of requirements with this 
approach can significantly impact the software 
development process by addressing stakeholders’ 
needs. 

Accordingly, the research questions focus on 
harnessing multiple criteria to distinguish effective 
verification techniques and assess their influence on 
the software RE process. Thus, the study addresses 
four research questions: 

1. What is the potential correlation between the 
components of the proposed framework for 
verifying the relevance of requirements, sourced 
from SNS platforms? 

2. In verifying user needs relevance, is the role 
of exploiting a novel multi-criteria approach better 
than harnessing the criteria separately? 

3. How can the proposed framework be 
evaluated using quantitative and qualitative 
methods? 

4. Does the proposed framework help to 
retrieve and verify the relevance of desired SNS-
sourced requirements, for a case study? 

Though the specified research questions 
outline the study's purpose and broad topic, 
hypotheses have been declared as they assist in 
providing a comprehensive framework for a 
focused exploration. They also help comprehend 
testable predictions, aid in interpretation of results, 
and guide the process of selecting appropriate 
methods, data collection techniques, empirical and 
statistical analysis. Based on the study’s objective, 
problem statement, and research questions, two 
hypotheses have been established, ensuring the 
study is fitting to address the research problem. 

1. The study hypothesized that using multiple 
criteria would be associated with enhancement of 
the relevance rate of uses' needs sourced from SNS, 
thereby simplifying the relevance verification 
process. 

2. The study hypothesized that execution of the 
proposed framework would be involved with 
producing a valuable verification method for 
assessing relevance of SNS-sourced requirements 
in a case study. 

The driving force behind incorporating multi-
criteria based relevance verification feature as part 
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of the proposed framework is, to utilize various 
stakeholders’ parameters like organizational goal, 
related service datasets, and users input from the 
SNS platform, which will be used in the evaluation 
algorithms for the framework’s implementation. 

 Concerning organizational goals, the 
framework utilizes business objectives, rules, and 
the application's TOR as initial requirements to 
focus on relevant data, serving as a controlling 
mechanism to verify and align users' needs from 
SNS with those of organizational goals. Besides, 
such goals are assigned to software agents to 
analyze the frequency of user interactions, 
providing a comprehensive understanding of user 
preferences [17]. 

As for related services, the framework 
considers the reusability of existing proven service 
requirements and corresponding datasets to validate 
user requirements and confirm that they meet 
stakeholder needs. Moreover, existing service 
features help to filter contextually related 
requirements from SNS platforms. Service Oriented 
Architecture based features expedite better 
alignment between software systems and business 
processes and can support software development 
processes in dealing with limitations of traditional 
relevance verification of requirements [18].  

Such service features enable the integration of 
new requirement features into the run time of the 
users' need accumulator interfaces. This causes the 
initial requirements on the application's terms of 
reference (TOR) to vary during the fetching of user 
needs from SNS, necessitating continuous 
verification of specified requirements to account for 
these variations. Additionally, a web service can be 
employed to aggregate user requirements from 
diverse sources like surveys, instant messages, and 
SNS interactions, allowing for a comprehensive 
perspective of the user requirements relevance 
verification process. 

 Hence, the study investigates the importance 
of assessing requirements relevance across various 
dimensions to ensure analysts deliver solutions that 
meet user needs and enterprise demands, alleviating 
stakeholder disappointment and project failure. 
Therefore, the proposed conceptual framework 
strives to measure the relevance of user 
requirements’ sourced from SNS using specified 
varied parameters. Accordingly, as part of the 
framework’s evaluation process, the research 
examines a hybrid text representation and data 
filtering methods comprising natural language 
processing (NLP), machine learning, data analytics, 
and clustering algorithms.  

Such learning and analytical models are 
required, as exploitation of traditional methods for 
addressing issues in requirements sourced from 
SNS is challenging due to the vast features of users' 
needs [18]. NLP techniques reduce verification 
effort by preprocessing user needs and measuring 
sentiment. A machine learning model will be 
trained on a corpus to create word embeddings and 
detect semantic concepts. A clustering algorithm is 
used to group related requirements together for 
categorization. Works by Sonbol et al. [19] 
demonstrated clustering algorithms and NLP 
techniques in supporting RE verification processes, 
while text mining and usage mining techniques 
detect user attitudes [20]. A. Perini, et al. [21] have 
discussed how machine learning algorithms aid in 
analyzing the relevance of users’ needs.  

The study's boundaries are evident in various 
facets. In terms of content analysis, the study 
analyzes text content shared by users on SNS to 
identify themes and recurring issues. It compares 
user needs across different groups on one platform 
to identify common themes. Regarding verification 
through multiple criteria, cross-referencing SNS 
data with other sources like organizational goals, 
related service dataset and feedback forms helps 
verify the relevance of identified needs. The study 
ranks user needs based on frequency, 
harmonization with app features, and potential 
business impact.  

The main contributions of this study include 
providing a multi-criteria intelligent framework for 
validating the relevance of SNS-sourced 
requirements, offering an algorithm for examining 
relevance of SNS-sourced requirements, delivering 
information on a case study that complies with 
stakeholders' needs and expectations, assisting 
system analysts to detect problems early in the 
development life-cycle, and facilitating the creation 
of reliable software products. The research also 
streamlines and aids in addressing the issues of 
context dependency that arise during fetching and 
analyzing essential insights regarding users’ needs.  

The study is also designed to contribute to 
related academic researches by presenting a 
scalable method to recognize user needs in a 
dynamic environment. Furthermore, the 
experimental case study validates the conceptual 
framework, motivating other researchers to apply 
the model to another case study. Moreover, the 
study can be extended to verify the relevance of 
requirements for groups of software products that 
share a set of features, such as software product 
lines. Enhancements of the study also suit systems 



 Journal of Theoretical and Applied Information Technology 
15th April 2025. Vol.103. No.7 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
2680 

 

designed based on dynamic policies for software 
requirements and predicting software shortcomings. 

The rest of the study is structured as follows. 
Section 2 discusses related works in brief. The 
proposed method will be described in Section 3. 
Results and findings are then presented in Section 
4. Discussion, recommendation and limitations will 
be specified in Section 5. Finally, conclusion and 
future outlooks will be stated in Section 6. 

 
2. RELATED WORKS 

 
This section investigates related works on the 

topics of verifying relevance of requirements 
sourced from SNS using performance indicators, 
business goals, business rules, related service 
datasets, pre-processing, and text representation 
methods. To the best of our knowledge, previous 
studies have not utilized a multi-criteria approach to 
assess the relevance verification of requirements 
derived from SNS. 

In terms of organizational objectives and 
application’s TOR, the study by Hafiz M et al. [22] 
highlights the importance of understanding user 
needs from customer feedback and aligning them 
with performance indicators for organizational 
success. This approach leads to higher product 
adoption and improved customer satisfaction. The 
authors used a factor-wise reliability approach for 
validating feedback, but the study has limitations, 
including data being gathered from a single 
Pakistani zone rather than multiple zones, and 
usage of only one verification method without 
comparing it with other verification methods. 

Liming et al. [23] underlined the importance of 
confirming users' needs in SNS and their alignment 
with business requirements. The researchers 
conducted a survey by incorporating system 
analysts to identify requirements regarding 
knowledge sharing. They have utilized partial least 
squares method for model verification. Their 
findings showed a positive relationship between 
functional requirements and perceived social 
media, but a weak association between non 
functional requirements and perceived social media 
to assist knowledge sharing. 

Seyff et al. [24] analyzed 2215 user comments 
from SNS and found that 61.5% of user comments 
were relevant to enterprise business requirements, 
emphasizing the potential of analyzing business 
goals and rules for validating users’ needs in SNS. 
The authors conducted three experiments to explore 
the impact of SNS on requirements analysis 
processes. Their findings showed that popular 
platforms like Twitter and Face-book may support 

these processes. However, the survey is restricted to 
college students, potentially excluding other 
prospective users. 

M. Krisperre et al. [25] emphasizes the 
significance of considering the "what" and "why" of 
a system in initial requirements, along with 
business goals and objectives, to comprehend its 
purpose and gain a comprehensive understanding of 
a user's perspective. The authors discussed that 
aligning this approach during SNS-based 
requirement gathering helps verify the relevance of 
users’ needs. Moreover, the researchers have 
utilized the proposed method to identify 
requirements for an organizational information 
system, with a tool support which is suitable for the 
model but has not been thoroughly tested on 
multiple case studies. 

Veerendra [26] discusses the importance of 
initial requirements for project success, creating a 
structural model using business actors and 
generating high-level rules based on scenarios and 
use cases. The study is augmented by a mini 
prototype to verify the relevance of users’ 
comments and assist in knowledge acquisition. The 
study explores the use of mobile app store reviews 
to verify requirements sourced from SNS platforms 
and examines the correlation between summary of 
product descriptions and software requirements 
specifications in eliciting SNS-sourced user 
requirements. Despite receiving ample app review 
input, the study didn’t prioritize user requirements 
based on the app review description. 

In relation to the role of SNS in the extraction 
and verification of users’ needs, Guzman et al. [27] 
conducted an investigation on categorizing and 
ranking tweets for software evolution using Twitter 
as a platform and customized classification 
algorithms for model verification. The specified 
method is identified as capable of categorizing 
tweets automatically into improvement request and 
new feature request. However, the research did not 
reflect on the effect of utilizing multiple criteria, 
additional case studies, and multiple platforms to 
heighten the findings. 

Eduard et al. [28] discussed the impact of 
crowd-sourcing on stakeholder discovery and the 
difficulty in identifying relevant users’ needs in 
complex systems. The study recommends a 
participatory approach to identify relevant 
stakeholders and suggests solutions to overcome 
challenges in verifying the relevance of 
requirements in SNS. The authors have also 
detailed the challenges of validating software in a 
dynamic context, highlighting the unpredictable 
nature of software requirements. 
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In relation to inadequate verification of users’ 
needs sourced from SNS, WaiShiang et al. [29] 
discuss the challenges of rapid prototyping without 
verification of users’ comments and domain 
understanding due to the rapid expansion of mobile 
devices and SNS. They propose a modeling 
approach that leverages business objectives to 
overcome the lack of domain knowledge and 
recommend it as future work for verifying the 
relevance of users' needs fetched from SNS. The 
authors have also advised developers to utilize 
SNS, such as Twitter, to stay informed about 
industrial and technological changes, and to remain 
aware of the relevance verification process of SNS-
sourced requirements. 

With regard to the influence of related services 
in filtering contextually correlated users’ needs, 
Bano and Ikram [30] explore dynamic service 
discovery, paying attention to its impact on 
understanding new systems, verifying user needs, 
and correlating with available services. Muneera 
and Naveed [31] emphasize the challenges of 
identifying suitable services and suggest that the 
integration of a knowledge management concept in 
the service discovery process enhances the 
effectiveness of verification of system 
requirements. Pablo Marti et al. [32] discuss the 
challenges and opportunities of SNS in urban 
studies, emphasizing the lack of consistency in data 
specification and potential bias of requirement 
information due to social, economic status, and 
education. 

Cody Butain et al. [33] compared traditional 
survey and social media-based approaches to 
understand users' need analysis issues, assessing 
their respective roles in determining the relevance 
of requirements and comparing their similarities 
and differences. The authors discovered that despite 
SNS-based data being a significant source of user-
generated content and sentiments, it suffers from 
quality issues due to unrelated user responses. They 
applied NLP algorithms to clean the data and 
performed sentiment analysis and topic modeling to 
identify frequently discussed issues. Nada Sherief 
et al. [34] highlighted the challenges of precision 
and ambiguity in SNS-sourced user needs due to 
informal natural language use. They proposed NLP 
algorithms to overcome these issues and show that 
a knowledge base aids in maintaining the 
correctness feature of requirements based on users’ 
need analysis. Joni Salmin et al. [35] designed a 
method to detect fake reviews from users’ needs 
relating to online products using a universal 
language model, classifier algorithm, and Amazon 
e-commerce dataset. They have suggested that 

implementing a prototype testing method ensures 
the relevance of user needs and facilitates the 
integration of resulting specifications in future 
product versions. 

Therefore on one hand the specified researches 
indicate that integrating existing related service 
features can enhance alignment between business 
requirements and software systems, ensuring 
relevance and compliance with related service 
functionalities. On the other hand, using business 
goals as a performance indicator aids in detecting 
relevant requirements within an organization. 
Hence, the proposed research aims to develop a 
model that balances business goals, rules, and 
related service datasets to verify the relevance of 
requirements sourced from SNS. In doing so, it 
examines the impact of multi-attribute dynamic 
verification of requirements in SNS compared to 
traditional approaches, as no research has focused 
on dynamic relevance verification of requirements 
with multiple criteria. 
 
3.  RESEARCH METHODOLOGY 

 
The research methodology for this study 

employs a research strategy, discussion of related 
works, data collection and analysis, and the 
establishment of a conceptual framework. It also 
creates an experimental case study and customizes 
word embedding models for practical suitability 
and evaluation of the conceptual framework. 
 
3.1 Research Strategy 

The study investigates relevance verification of 
requirements derived from SNS using multi-criteria 
parameters, including organizational goals, 
business rules, and related service datasets. It 
evaluates how this approach optimizes the 
relevance verification of requirements by utilizing 
individual criteria. Consequently, after assessing 
the research intention and the problem nature, an 
empirical research methodology for software 
engineering is proposed [36]. This methodology is 
regarded for its ability to establish a convenient 
framework for implementing interaction-focused 
methods, intended for verifying the relevance of 
requirements [37].  

The proposed methodology combines 
qualitative and quantitative methods, using a 
qualitative method for evidence collection, analysis, 
and formation of a conceptual framework. 
Furthermore, a quantitative method is utilized for 
framework evaluation. Accordingly, the 
methodology flowchart for the study is illustrated in 
Figure 1.  
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Figure 1: Methodology Flowchart for the Study 
 
3.2 Expert Survey to Get Insight on the 
conceptual Framework 

The study aims to fill a research gap in 
verifying the relevance of requirements sourced 
from SNS. In order to gather insights about the 
development of a conceptual framework, an expert 
survey that aligns with research questions and 
objectives is used, involving participants from 
universities and software development companies 
selected for pertinent input. The survey, created 
using the Survey Legend Form Generator [38], 
consists of 20 multiple-choice questions on a 5-
point Likert scale (Table 8, Appendix A). The 
survey was distributed to 72 experts from five 
software development companies and three 
universities in “Addis Ababa”, Ethiopia. The 
educational status of respondents is 40% first-
degree, 35% master's level, and 25% PhD level. 
The majority of respondents were over 37 years 
old, with extensive experience in industry and 
institutions. Nearly 60% of the respondents had 
worked for more than 7 years, indicating a broad 
knowledge of software development in industry and 
academic environments. Both online and in-person 
survey types were used to accommodate 
participants' adaptability. 
 
3.3 Expert Survey Results 

A survey, conducted to assess the design of a 
framework for verifying the relevance of user needs 

from SNS, revealed that 58% of respondents 
strongly agreed and 31% agreed that integrating 
organizational business objectives in the framework 
would facilitate relevance verification. 85% agreed 
that using concepts from related service datasets 
would also facilitate the relevance verification 
process. 87% of respondents believed that the 
relevance check process would ensure consistency 
of extracted requirements. Only 3% agreed that 
introducing multi-criteria-based verification would 
create difficulty in the relevance verification 
process. Most respondents (88%) recommended 
that comparison with related research helps to 
ensure certainty. Overall, the survey results 
highlight the importance of incorporating 
organizational business objectives, rules, and 
related service datasets in the relevance verification 
process. 
 
3.4 Conceptual Framework 

This section details the creation of a novel 
conceptual model based on survey results from 
Section 3.3 and informal meetings with 
professionals. Key features like research objectives, 
scope, input, output, research questions, and 
literature review assessment were investigated. 
These components were then integrated into a draft 
logical model, thus creating a high-level framework 
as shown in Figure 2. 
 
3.5 Explanation of the High-Level Framework 

The framework, based on business goals, rules, 
and related service datasets, aims to provide an 
understanding of the relevance verification of 
users’ needs sourced from SNS. Key parts of the 
framework are illustrated in Figure 2, with further 
clarifications provided in subsequent discussions. 
3.5.1 Data collection component   

The data collection component of the 
framework retrieves user comments from a GUI 
integrated with the SNS platform and creates 
datasets containing requirements-related features 
from related services and organizational business 
goals. It then employs preprocessing and keyword 
extraction methods for further analysis. 
3.5.2 Text preprocessing function 

The text preprocessing function removes 
connectors and normalizes input data by turning it 
into lower cases and capitalizes texts using 
lemmatization. This reduces ambiguity, improving 
user requirements clarity by transforming words 
like 'validate', ‘validating ‘, and ‘validated’ into 
their root form [39]. 
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3.5.3 Hybrid text representation method  
This component constitutes a model that uses 

preprocessed business goals and related service 
corpus, in order to construct word embeddings and 
detect semantic relationships with adjacent texts. 
This model is necessary, as utilizing only text 
representation models favors semantic relationships 
and lacks a feature for recommending the most 
relevant key phrases to a document. By combining 
both key phrase extraction and semantic correlation 
outcomes, the model facilitates the relevance 
verification process. 

3.5.4 Relevance verification component 
This part of the framework verifies the 

relevance of requirements from SNS by analyzing 
their relationship with user needs. Three test cases 
are prepared to ensure that these requirements meet 
both users' and organizational needs.  

The first case analyzes the relevance between 
initial requirements (business goals and rules) and 
user needs. The second case examines the relevance 
of reused service features and user comments. With 
the intention of optimizing the relevance rate, the 
third case combines datasets utilized in test cases 1 
and 2 and explores their relevance with user needs. 

 

 

Figure 2: High-level Framework for the Proposed Research 

3.5.5 Detect most relevant case component 
The data collection component of the 

framework retrieves user comments from a GUI 
integrated with the SNS platform and creates 
datasets containing requirements-related features 
from related services and organizational business 
goals. It then employs preprocessing and keyword 
extraction methods for further analysis. 

3.5.6 Print relevance rate component 
This component is responsible for displaying 

the relevance rate information. Moreover, it 
consists of the requirement knowledge base sub-
component and analyze model validity sub-
component. 
3.5.7 Continuous update model 

This part of the framework is dedicated to 
accomplishing a dynamic feedback mechanism to 
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allow continuous learning from new user inputs. To 
this effect, the model will stay updated and adapt to 
changing user needs, business goals, and related 
service datasets. 

 
4. MODEL EVALUATION, EXPERIMENTS 

AND RESULTS 
 
This section presents an approach tailored for 

the evaluation of the proposed framework, focusing 
on addressing significant key phrases and semantic 
relationships between words in a corpus. It uses a 
correlation and verification procedure to assess 
users’ requirements sourced from SNS, with regard 
to organizational goals and related service datasets.  

An algorithm design is presented for further 
understanding of the framework's logic and 
facilitating experimental analysis. An experimental 
case study is covered, followed by data analysis, 
results, and findings. Moreover, a post-
questionnaire to experts is conducted for 
triangulation. Additional experimental analysis is 
also performed relative to an algorithm for 
categorizing requirements. 
 
4.1 Text Representation Method 

The conceptual framework discussed in 
Section 3.4 requires implementation and validation 
using a customized word embedding model for 
addressing significant words and semantic 
relationships in a corpus, and an algorithm design 
for prototype implementation. The customized 
model combines Tf-Idf and word2Vec to create a 
weighted Word2Vec. This model is examined for 
various reasons, including emphasizing vital terms 
in the business goals and related service datasets, 
identifying semantic concepts from users’ 
comments, assessing corpus size, and blending 
methods to achieve the best possible outcome. 
4.1.1 Tf-Idf weighted Word2Vec 

Tf-Idf (term frequency-inverse document 
frequency) is a statistical computation that 
measures the relevance of a word to a document in 
a set of documents [40]. The computation involves 
multiplying a local component (Tf) with a global 
component (idf), where Tf represents the word's 
frequency in the document and idf scales the value 
by its rarity in the corpus. Tf-idf is calculated as 
follows: 

Tf=NTTD/TNTD         (1) 

Where, NTTD=Number of times a term appear 
in a document, TNTD=Total number of terms in a 
document. 

 Idf=Log (NDC) / (NDCT+1)       (2) 

Where, NDC=number of documents in the 
corpus, NDCT=number of documents in the corpus 
containing the term. 

Then, Tf-Idf=Tf * Idf        (3) 

Word2Vec [41] converts words into vectors 
and generates word embeddings, detecting semantic 
relationships with nearby texts. The meaning of a 
word is based on its context, including words 
before and after it. In Word2Vec representation, a 
dictionary comprises a list of words in the corpus, 
such that, D: {W1, W2, W3 ... Wn}. Then, a vector 
representation of a word is given in a way that 1 
denotes the position where the word exists and 0 
anywhere else. So, the vector representations of all 
the words in the dictionary are: 

W1: [1, 0, 0, 0 .... 0, 0, 0], W2: [0, 1, 0, 0 .... 0, 0, 0], 

W3: [0, 0, 1, 0 ... 0, 0, 0] ....Wn: [0, 0, 0, 0 ... 0, 0, 1] 

So, the actual word representation is emanated 
from the matrix used in the model. The dimension 
of the matrix eventually is established in such a 
way that its dimensions will be VxY, where V is 
the number of words in the corpus, and Y indicates 
the dimension of the vector for each word Wi. The 
Tf-Idf model, which lacks a semantic relationship 
between words, is used along with word2Vec, 
which addresses semantics but cannot fully 
differentiate between significant words in a corpus. 
Tf-Idf value is used to weight the vector after the 
word2Vec model is adopted. Researchers also 
suggest as a future work that, a word representation 
blending word2Vec and Tf-Idf could yield more 
effective output than individual vector 
representations in NLP operations [42]. The vector 
of text Ti, realized by the Tf-Idf weighted 
word2Vec model, is illustrated in formula 4 as 
shown below: 

𝑊𝑒𝑖𝑔ℎ𝑡_𝑅(𝑇𝑗) =  𝑤𝑜𝑟𝑑2𝑉𝑒𝑐(𝑤𝑖)𝑥(𝑇𝑓 − 𝐼𝑑𝑓𝑖𝑗)



𝑖 = 1

 

............................................................................. (4) 

Where n is the total number of words in the 
text Tj. The word2Vec values are multiplied by the 
correlated Tf-Idf values, and sum up in order to 
acquire the weighted word2Vec values of the 
specified text. R is a weighted sum function for 
vector values in R programming [43]. 

 
4.2 Algorithm Design 

The algorithm, based on the conceptual 
framework notion and the discussion regarding 
weighted word2Vec is detailed in Algorithm 1 
(Appendix B), and is designed to facilitate 
experimental analysis and associated mini 
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prototype for conducting the experiment. The 
procedure for analyzing user needs in the case of 
individual criteria involves adjusting the number of 
parameters in Algorithm 1 (Appendix B). That is, 
the specified algorithm is customized to check the 
relevance between users’ comments and business 
goals, as well as between users’ comments and 
related service datasets. Similarly, algorithms for 
requirements categorization and continuous update 
model are detailed in Algorithm2 (Appendix C) and 
Algorithm3 (Appendix D), respectively. 
 
4.3 Experimental Design 

This section details the datasets and features 
for the proposed text representation model and the 
algorithm used in the experiment. Then, data pre-
processing procedures are presented, and a demo 
mini prototype is designed for evaluation. Hence, 
comparisons are made to evaluate the conceptual 
model and analyze experimental results. The 
experimental case study has been conducted on 
digital healthcare systems in developing nations, 
specifically, the “CMC General Hospital” in 
Ethiopia, a private hospital aiming to enhance 
patient care and healthcare efficiency. The hospital 
currently uses a partially automated system for 
routine duties and plans to deploy integrated 
software to handle several tasks. The hospital 
outsources a software development company, 
"Make Enterprise", to provide an "Online Digital 
HealthCare System”.  

To this end, the company plans to gather user 
requirements through the SNS platform and verify 
their relevance, indicating that the proposed 
framework is found suitable for the specified case 
study in facilitating the process of verifying the 
relevance of SNS-sourced needs. Data for the 
experiment was collected from documents such as 
organizational business rules, objectives, TOR, and 
service datasets related to online digital health care 
systems. After pre-processing, the files were sent to 
a comma separated values (CSV) file for further 
processing. 
4.3.1 Data pre-processing 

The research focuses on data pre-processing 
for cases, such as organizational business goals, 
rules, application’s TOR, related service datasets, 
and user needs from the prototype's GUI. Split (), 
lemmatize (), and to lower () operations are used in 
the pre-processing. Additionally, core feature 
selection is performed using NLP methods like 
“RAKE_NLTK”, and “Text Rank API”, along with 
string operations like read (), compare (), and 
intersection().  

Detailed code implementation is available at: 
https://gitub.com/mekugit/digital_healthcare_code. 
The study also focuses on pre-processing user 
needs for the prototype of the specified hospital. 
Users have been given information about the local 
hospital, “CMC General Hospital”, and comments 
were gathered from participants working in various 
hospitals. Following a brief brainstorming session 
and discussion forum invitation, respondents were 
invited to participate for a period of three weeks. 
Then, users’ needs were exported to a CSV file 
after they had been fetched from the GUI, as shown 
in Figure 3 (Appendix E). The Tf-Idf is computed 
to determine user intention and assign more weight 
to texts stored in the CSV file. Consequently, the 
word2Vec model is trained with business goals and 
related service datasets, and the Word2Vec values 
are multiplied by the correlated Tf-Idf values to 
obtain weighted Word2Vec values of texts. This 
helps identify the most relevant words to the 
document and understand the semantic relationship 
between words in the document. 
4.3.2 Prototype demonstration 

The pseudo-code in Algorithm 1 (Appendix B) 
was tested in a demo prototype for a case study, 
performing tasks like fetching, preprocessing, and 
analyzing user needs. The prototype verified the 
relevance of user needs with initial requirements, 
existing service datasets, and a combined feature 
dataset. The web-based GUI (Appendix E) was 
integrated with Twitter [44], gathering comments 
from a group of medical professionals in “Addis 
Ababa”, Ethiopia. 
4.3.3 Data analysis  

In order to undertake a data analysis, an 
experimental demonstration has been conducted to 
gather 800 users' needs from a GUI, Figure 3 
(Appendix E). Moreover, 540 and 900 key phrases 
have been extracted from initial requirements 
(business goal and TOR) and related service 
datasets, respectively. Then, the demo mini 
prototype was tested using algorithm1 (Appendix 
B) to verify the relevance of requirements.  

Accordingly, three categories of data analysis 
were conducted, focusing on the effect of business 
goals on detecting relevant users' needs, the impact 
of related service datasets on extracting relevant 
users' needs, and the concatenation of business 
goals and related service datasets in comprehending 
relevant users' requirements. The results and 
findings of the data analysis are demonstrated in 
Section 4.4. 
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4.4 Results 
The study emphasizes the importance of 

verifying the relevance of requirements, in order to 
assess users’ needs derived from SNS platforms. A 
practical demonstration indicates that it is possible 
to achieve relevance between users’ needs, existing 
related service datasets, and initial requirements 
(business goals and TOR). Table 1 reveals a 76% 
relevance rate when comparing existing service 
datasets with users’ needs, 81% when analyzing 
business goals and TOR with users’ needs, and 
88% when combining business goals, TOR, and 
existing service datasets with users' needs, 
indicating that a combined approach offers the 
highest relevance verification rate. 

Table 1: Relevance verification of requirements for the 
three comparison types 

S.
N 

Comparison Type Model Requiremen
ts Relevance 

Rate 

1 Related services dataset, 
with users’ need 

ww2Vec 76% 

2 Business goal, with users’ 
need 

ww2Vec 81% 

3 Concatenation of business 
goal and related service 
datasets, with users’ need 

ww2Vec 88% 

Figure 4: shows that the combined approach 
outperforms individual cases in relevance 
verification analysis, with a higher relevance rate.  

This outcome is achieved because the novel 
consolidated approach balances the relevance of 
SNS-sourced requirements with organizational 
interest and related service datasets, compared to 
individual approaches. Moreover, the weighted 
word2Vec, which uses word importance and 
semantic meaning, detects relevance between SNS-
sourced requirements and the specified test cases. 

 As the number of users’ needs increases, the 
number of common key phrases tends to increase as 
well, even when respondents send their suggestions 
in divergent ways.  

4.4.1 Relevance verification of users’ need by 
exploiting related service datasets 

To verify and enhance the pertinence of users’ 
needs sourced from SNS, the existing service 
dataset is considered as part of the test cases in the 
relevance verification process. A partial dataset 
from Azizi et.al [45] and IDS Online [46] is 
harnessed. A study of 800 users’ needs relating to 

900 requirements in the related service dataset 
corpus is performed.  

Consequently, the corresponding association is 
evaluated, and based on the experiment, 76% 
relevance of users’ needs with the existing service 
dataset is obtained. 
4.4.2 Relevance verification of users’ need by 
using initial requirements (business goal, rule) 

In this category, the study evaluates the 
relevance of SNS-sourced users’ needs concerning 
initial requirements. Such requirements are 
formulated from features, extracted from business 
rules and objectives. An analysis of 800 users’ 
needs relating to 540 initial requirements was 
conducted, and 81% relevance was achieved, 
depicted in Table 1. The relevance verification 
process, utilizing enterprise goals and objectives, is 
better than leveraging related service features as it 
ensures that business rules are influential in 
originating expectations and aligning with business 
specifications. 

 

      Figure 4: Relevance rate between the three test cases. 

4.4.3 Relevance verification of users’ need by 
combining service datasets and business goal 

In this category, the study employs a combined 
approach of initial requirements (organizational 
goal and TOR) and related service datasets to 
improve the relevance verification process of users' 
needs. After analyzing 800 users' needs relating to 
1440 requirements generated from initial 
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requirements and related service datasets, the 
combined approach achieved 88% relevance as 
shown in Table 1. Figure 5 also illustrates the 

average relevance rate for verification of users’ 
needs in utilizing the combined approach. The 
experiment is tested and presented in Python. 

 

Figure 5:  Average relevance score for verifying users’ needs by utilizing the combined approach 

4.4.4 Some highlights on sample relevance 
verification of users’ needs in the experiment 

Table 2 shows that the combined approach 
performs better than individual approaches in most 
sample requirements, with a maximum relevance 
rate of 0.92 for requirement number 8. However, a 
minimum relevance rate of 0.69 is observed for 
requirement number 9.  Moreover, an average 
relevance rate of 0.72 is detected for requirements 
1, 5, 12, and 15. 

Some user requirements have similar relevance 
rates in initial requirements and related service 

datasets, such as "Easy access to my medical 
records" with requirement number 6. However, 
there are discrepancies in the same requirements, 
such as the difference in relevance rates for 
requirements 1 and 12 in the business goal column, 
suggesting that users prefer "book appointment" 
over "online appointment".  

Such related requirements will be clustered and 
categorized in Section 4.9, to facilitate better 
management and prioritization. 
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Table 2:Sample relevance verification result of users’ needs in the three approaches 

 
R.No 

 
Users’ requirements 

Business 
goal and 

rules 

Related 
Service 
Dataset 

Business goal, 
rule  and 

Service dataset 
1 Online appointment capability 0.54 0.48 0.72 
2 Ensure data integrity 0.55 0.47 0.70 
3 Diagnosis among healthcare providers and patients 0.56 0.52 0.86 
4 Display lab results and profile information 0.57 0.53 0.77 
5 Verify insurance for payment 0.49 0.44 0.72 
6 Easy access to my medical records 0.47 0.47 0.87 
7 Tele-health to speak with my doctor 0.56 0.49 0.71 
8 The system should help me track my medications 0.48 0.46 0.92 
9 Notifications for my upcoming appointments 0.46 0.44 0.69 
10 Integration with wearable devices for health tracking 0.52 0.48 0.70 
11 Want to see list of doctors working in the hospital 0.54 0.51 0.76 
12 I want to book appointments 0.49 0.48 0.72 
13 Tools to access services, monitor and assist myself 0.58 0.52 0.84 
14 Easy to understand reporting features 0.56 0.50 0.76 
15 Integrate payment with bank and insurance 0.58 0.48 0.72 

 
 

Figure 6: Sample users’ needs with relevance rate for the combined approach 
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Figure 6 and Figure 7 show the relevance of 
users' requirements using combined and individual 
criteria, respectively. For instance, emergency 
access is not considered a vital requirement 
concerning the utilization of individual approach as 
criteria, but it is important regarding combined 
approach, with a relevance rate of 0.87. Integration 
with various organizational sections, such as 

finance, laboratory, pharmacy, and radiology, is 
indicated in the combined approach, whereas it is 
not detected in the relevance requirements analysis 
employing individual criteria. Online appointment-
related requirements are found in the combined 
approach, with a relevance rate of 0.72, compared 
to 0.54 in the business rules base relevance 
analysis. 

 

Figure 7: Sample users’ needs with relevance rate for the individual approach 

4.4.5 Irrelevant words detected in each iteration 
and associated irrelevance rate 

In addition to undertaking a practical 
demonstration to show how the combined approach 
outperforms the individual criteria approach, the 
study aims to conduct a performance using 
precision, recall, and F-measure metrics. It has been 
conducted in seven iterations within three weeks, 
learning and verifying correct and incorrect 
phrases. The process of detecting irrelevant key 
phrases from 2400 emerging key phrases is detailed 
in Table 3. 

 

In the process of undertaking data analysis, 
irrelevant words in the initial level are high, but as 
iteration increases, the amount decreases due to 
declining users comment and the model also learns 
from previous iterations. The combined approach 
detects fewer irrelevant words due to its high 
relevance rate, and in the last iteration, irrelevant 
words become insignificant as the possibility of 
obtaining new emerging keywords diminishes, 
indicating a constant growth. The total irrelevant 
words on the “ith iteration” are computed using the 
following formula. 

   Total_irrelevant_words(i)=[ ∑ 𝑇𝑜𝑡𝑎𝑙_𝑤𝑜𝑟𝑑𝑠(𝑘)
𝑘 = 1 ]X(100-relevance_rate(i))/100                  (5) 

where, i=iterations: 1, 2, 3..........7, and K=1,2, ... i 
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Table 3 shows that the detection of new 
irrelevant keywords decreased in the last two 
iterations, due to a decrease in the size of newly 
emerging key phrases. This decrement is 
proportional to the size of new key phrases in users' 
need, indicating a decrease in the introduction of 
new key phrases compared to the first and second 
iterations. In addition, an analysis of average 
irrelevant key phrases is presented in Table 3 for 

the three cases: related service datasets, business 
goals, and a combination of related service and 
business goals. The average irrelevant key phrases 
in each case are (452, 379, 239), resulting in a 19%, 
16%, and 10% irrelevance rate over seven 
iterations, respectively. Thus, the proposed 
approach improves verification of SNS-sourced 
users' needs by reducing irrelevant key phrases to 
10%.

 
Table 3: Irrelevant key phrases detected in each iteration for the 3 cases (service=s, business goals and rules=b, (s+b)) 

 Iterations 

Iter 1 Iter 2 Iter 3 Iter 4 Iter 5 Iter 6 Iter 7 

Emerging key phrases per iteration 590 495 430 375 290 160 60 

Relevance rate per iteration (s,b,s+b) (s,b,s+b) (s,b,s+b) (s,b,s+b) (s,b,s+b) (s,b,s+b) (s,b,s+b) 

(69,72,78) (71,74,82) (73,77,86) (74,79,87) (73,77,86) (76,81,88) (76,81,88) 

Irrelevant phrases (Service dataset 
with users need) 

183 142 84 81 83 80 79 

Irrelevant phrases (Business goal 
with users need) 

165 117 68 47 51 45 44 

Irrelevant phrases ( (service dataset 
+ business goal) with users need) 

130 65 18 15 17 14 12 

 
Figure 8 shows that the irrelevant key phrases 

rate per iteration decreases for all three cases, but 
the combined approach has a notably lower 
irrelevant rate due to its high relevance pace. The 
irrelevance rate of business goals is also lower than 
that of existing service datasets, as the test case 

capitalizes key performance indicators of the target 
organization. Though the value is insignificant, 
there is an unusual relative rise in iteration 5 
relative to previous iterations. The reason might be 
that relatively more contrasting issues have been 
reflected on that day by respondents. 

 

 

Figure 8: Illustration of irrelevant keywords rate in each iteration. 
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4.5 Performance Measures for the Model 
In addition to demonstrating the effectiveness 

of the proposed combined approach compared to 
individual approaches (Section 4.4), the 
performance of the proposed method is also 
evaluated using precision, recall, and F-measure 
metrics. As detailed in Table 3, the model uses 
2400 emerging key phrases from participants' 
comments in seven iterations, learning and 
verifying 2112 correct and 288 incorrect key 
phrases by correlating with the 4320 key phrases in 
the combined dataset, including organizational 
objectives, rules, and related services.  

Correctly predicted keywords are deviated by 
48 from half of the combined dataset (that is, 2160). 
A 1:2 minority-to-majority ratio was considered, 
with 2160 minority and 4320 majority samples. 
Subsequently, the true positive value was 2112, the 
false positive was 288, and the false negative was 
48. Consequently, the model's performance was 
evaluated follows. The variables: True-positive, 
False-positive, False-Negative, Precision, and 
Recall are represented as TP, FP, FN, P, and R 
respectively. 

The Precision metrics evaluate the fraction of 
correctly predicted positive keywords divided by 
the total number of positive keywords. 

P = TP / (TP + FP)         (6) 

Therefore, Precision=2112 / (2112+288) = 0.88 

The Recall metrics evaluate the fraction of the 
number of true positives divided by the total 
number of true positives and false negatives. 

R= TP / (TP + FN)                       (7) 

Therefore, Recall=2112 / (2112+48) = 0.97     

The F-Measure metrics are a way to articulate 
and merge both precision and recall into a single 
score that exhibits both properties. 

F1 Score = (2 * P * R) / (P + R)                   (8) 
Thus, F1 Score = (2 * 0.88 * 0.97)/ (0.88 + 0.97) 

             = 0.91 
Hence, the proposed model demonstrated good 

precision (0.88), outstanding recall (0.97), and a 
reasonable and inspiring F1-Score (0.91) in 
performance metrics analysis. 

 
4.6 Performance Measure of the Proposed 
Method with Other Classic Metrics  

In addition to previous performance measures, 
the proposed method's effectiveness was assessed 
through an experimental demonstration with cosine 
similarity metrics by utilizing users’ comments and 

the combined corpus. The evaluation using the 
specified metrics revealed that the proposed method 
performed better, as shown in Table 4. 

Table 4: Comparison of customized weighted word2Vec 

(ww2Vec) with Cosine Similarity metrics 

S.
No 

Metrics Comparison 
Type 

Relevance  
Index 

1 Cosine Similarity Users need with 
Combined 

Corpus 

0.81 

2 Weighted word2Vec Users need with 
Combined 

Corpus 

0.88 

 
4.7 Comparison with Previous Approach 

To our understanding, an integrated multi-
criteria approach has not been developed for 
relevance verification of SNS-sourced needs; but, a 
related work without applying a combined 
approach demonstrated a 68.2% degree of 
relevance, as discussed by Nazakatet al [47]. Thus, 
the proposed model surpassed the related work in 
all three test cases, with a relevance rate of 76%, 
81%, and 88%, as shown in Table 1. Though there 
are other few related studies about relevance 
verification of SNS-sourced requirements, they lack 
numerical descriptions and quantitative reporting. 
Nevertheless, the proposed study performed a 
comparative analysis using different assessment 
criteria, detailed in Section 4.8.  

 
4.8 Comparative Examination with Published 
Research Works 

This section aims to compare the proposed 
study with published related works based on criteria 
from Table 5 to assess their strengths and 
weaknesses, as few related works are available. The 
selected journals include Journal 1 (JNL 1), Journal 
2 (JNL 2), Journal 3 (JNL 3) and Journal 4 (JNL 4), 
which covers topics such as "Exploring critical 
benefits and challenges of SNS-based RE in Saudi 
Arabia" [48], "Multi-Agent based social CRM 
Framework for extracting and analyzing opinions," 
[49] and "Analysis of Requirements-Related 
Arguments in Users Forum” [50], and “The 
proposed study” respectively.  

The correlation process indicates FS, PS and 
NS which represents fully supported, partially 
supported, and not supported, respectively, 
according to the set criteria.  
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Table 5: Comparative analysis of the proposed approach with related published journal articles 
Cr. 
No 

Criteria Description J NL 1 JNL 2 JNL 3 JNL 4 

1 End user involvement The potential of the model to aid end user 
engagement 

FS FS FS FS 

2 Facilitate completeness 
features 

Capability of the model to deliver whole 
functionality 

FS FS FS FS 

3 Effective time saving  Model efficiently gathers requirements 
within a shorter timeframe compared to 
traditional approaches 

FS FS FS FS 

4 Effective Detection of 
relevant requirements 

The model is built to effectively discover 
vital user demands 

PS PS PS FS 

5 Analyze Ambiguous 
requirements 

Model identifies and analyses unclear 
requirements 

PS PS PS PS 

6 Examine irrelevant features The model ensures the identification of 
unrelated user needs 

PS PS PS FS 

7 Prioritize requirements Model ranks users’ needs based on 
importance 

FS FS FS FS 

8 Generate innovative features Model produces emerging users’ needs FS PS PS FS 
9 List frequently used phrases Model records recurrently used keywords 

and phrases 
FS FS FS FS 

10 Multi-Criteria relevance 
verification 

Analyze relevance of requirements based on 
multiple criteria 

PS FS PS FS 

11 Availability of conceptual 
framework 

Model is prepared for verifying relevance of 
SNS-sourced requirements 

FS FS FS FS 

12 Demonstration with 
prototype 

Prototype is prepared  for verifying the 
conceptual framework 

FS FS FS FS 

13 Algorithm involves NLP and 
machine learning 

Model utilizes Natural NLP and machine 
learning methods to assess the relevance of 
user needs 

FS FS FS FS 

14 Study Provides tool support The study offers software application for 
continued exploration 

NS FS FS FS 

15 Privacy and data security Data protection concerns in SNS-sourced 
user needs 

PS NS PS PS 

16 Identify non-functional 
requirements 

Assist detection of non-functional 
requirements 

PS PS NS PS 

 
The four journal articles have been deemed 

"fully supported" in various criteria, including end 
user involvement, time saving, completeness 
features, prioritize requirements, conceptual 
framework availability, prototype demonstration, 
listing frequently used phrases, and utilize NLP and 
machine learning algorithms.  

However, the proposed study outperforms the 
other articles in assessment criteria, such as, 
effective detection of relevant requirements, 
irrelevant features examination, innovative features 
generation, multi-criteria relevance verification, and 
providing tool support, showing its novelty. 

In evaluation criteria like ambiguous 
requirements, privacy and data security, and 
identification of non-functional requirements, the 
status of the proposed study is "Partially 
Supported," indicating the need for further 
exploration.  
 

4.9 Post Questionnaire to Experts for 
Framework Verification 

As previously explained in Section 3.1, the 
research aimed to evaluate the proposed framework 
using quantitative and qualitative methods to boost 
confidence and credibility by assessing its practical 
applicability. Therefore, alongside quantitative data 
analysis, a qualitative method was used to verify 
the prototype output, to reach triangulation. The 
prototype was demonstrated to hospital 
administrators, system analysts, and consultants. 
Hence, a questionnaire (Table F9) was provided to 
respondents, and 91% acknowledged the 
requirement relevance verification process. 86% of 
participants replied that the implementation of the 
proposed idea improved the quality of requirements 
sourced from SNS. Additionally, 81% of 
participants agreed that the research has 
complemented the task of categorization for the 
identification of representative key phrases. 
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4.10 Categorization of Verified Key Phrases 
The study uses a clustered approach to select 

key phrases representing related concepts in the 
combined corpus, identifying patterns and themes 
in users’ needs. The word embedding model is used 
to apply appropriate representation and 
categorization for texts with related meanings as 
shown in Figure 9 (Appendix G) and Figure 10 
(Appendix H). The algorithm then clusters these 
concepts into smaller fragments, aiding the 
detection of representative key phrases. For 
example, key phrases detected from participants' 
inputs, such as treatment date, diagnosis date, and 
examination date, are represented by the 
"Treatment Date" attribute. 

 
4.11 Mostly discussed requirements 

Table 6 and Figure 11 (Appendix I) categorize 
users' requirements and list the most frequently 
discussed needs. 

Table 6: Mostly discussed sample users’ needs 

R.N Phrases Score 

1 Register patient, add patient, assign 
patient ID, Consult patient 

81.7 

2 Check beds availability, assign doctor, 
inform doctor, medical matter 
management 

80.2 

3 Manage patient’s electronic health 
record, record medical history 

78.2 

4 A hospital management system staff 
adds new patient records 

76.5 

5 Extract meaningful insights, mandatory 
patient information for every patient 

69.3 

6 Easy navigation, a comprehensive search 
functionality, integrate analytical tool 

65.5 

7 Surgery information, nursing, materials , 
pharmaceuticals, radiology 

63.6 

8 Profile information, allow update of only 
personal details 

61.5 

9 Financial report, laboratory, inpatient, 
outpatient, surgery operation 

49.8 

10 Book online appointments, integrated 
billing system 

48.5 

11 Consultation and prescription 
management 

36.8 

12 Send electronic prescription 32.6 

 

Identifying and addressing such needs during 
the requirements relevance verification phase 
assists in mitigating risks early in the development 
process, proactively addressing completeness 
issues, contradictory requirements, and related 
challenges.  

Furthermore, detecting these matters facilitates 
requirements prioritization and management 
activities in the analysis stage. 

 
4.12 Key Findings and Analysis with Plus, 
Minus, Interesting facts (PMIS) 

Table 7 presents a comprehensive analysis of 
the framework, outlining key findings, 
observations, challenges and future outlooks using 
plus, minus, and interesting facts (PMI). Significant 
enhancement has been detected related to verifying 
relevance of requirements, facilitating completeness 
and prioritization features of user requirements, 
users participation, recommending innovative 
features and enhancing collaboration between 
users, developers and managers. 

Despite improved user involvement and quality 
of requirements, access to sensitive SNS content 
and related service dataset remains challenging. A 
comprehensive approach is needed to counter 
potential security and privacy threats, including 
advanced malware and social engineering tactics.  

Moreover, though most discussed requirements 
are identified, incomplete requirements due to 
unrealistic expectations, conflicting priorities and 
scope creep persist. 

The framework offers relevant user needs 
rapidly to new software system and effectively 
connects users, developers, and managers, but its 
impact in relation to cultural practices on SNS and 
software project management activities is not 
thoroughly examined, necessitating further 
investigation. 

Effective users’ interaction with the demo 
prototype has been observed. However, some users 
express their requirements using local language but 
with English characters, demanding further 
exploration to augment the model with 
transliteration plug-ins.  

Furthermore, the study evaluated the 
framework and corresponding prototype for 
General hospital health information system, but 
also presented them as potential applications in a 
different case study. 
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Table 7 : PMI facts regarding  the findings of the proposed framework and associated demo prototype 

Plus Minus Interesting 

Better user involvement and 

improved quality of 

requirements 

Access to some sensitive contents in SNS 

and related service datasets are 

challenging 

Exploring a comprehensive approach is crucial to 

combat current and potential security and privacy 

threats, including advanced malware and social 

engineering tactics 

Bridges gap between users, 

developers and managers 

A platform for stakeholders to share 

perspectives on users’ requirement is 

provided, but its impact on cultural 

practice exchange has not been examined 

The study provides an opportunity for participants 

to exchange ideas and cultural practices on SNS, 

but further examination should be conducted, 

Offers rapid and relevant user 

needs and interface to new 

software system 

Some users express their requirements 

using local language but with English 

characters. 

Further investigation is needed  to explore and 

augment transliteration plug-ins, this study has not 

prepared a transliteration plug-in software 

The study assessed the 

framework and prototype on a 

case study, focusing on General 

hospital HIS.  

The study is primarily focused on a 

medical case study and has not yet 

deployed the model in a different 

domain. 

The model and prototype are presented as potential 

applications in a different case study. 

Most discussed users’ needs 

have been identified. 

Some user requirements are incomplete The study requires further investigation and 

insights to identify the common causes of 

incomplete requirements. 

Intelligent agents recommend 

innovative idea, new feature 

request, and improvement 

request, so time saving for 

relevance verification tasks 

The impact of  identifying emerging 

trends and user behavior on software 

project management was not examined in 

detail 

Further investigation is needed to understand the 

impact of the study findings on the effectiveness of 

software project management tasks. 

Execution of the framework 

focuses on customizing a word 

embedding model by 

optimizing and utilizing hybrid 

features of TfIdf and word2vec 

in NLP. 

The study optimizes efficient word 

embedding models based on word’s 

importance to a document and its 

semantic relatedness. Main objective was 

not to compare all word embedding 

model variations 

The proposed model's impact on other word 

embedding variations, such as GloVe and BERT, 

would be intriguing to observe. 

 
 
5. DISCUSSION 
 

This research presents a framework for 
relevance verification of requirements, sourced 
from SNS, to minimize problems detected during 
the verification analysis of users’ needs in the RE 
processes. It has utilized a consolidated concept 
from organizational goals, the application’s TOR as 

initial requirements and related service datasets to 
balance user needs and organizations' interests.  

The framework was evaluated quantitatively 
through an experimental case study and 
qualitatively through a post-questionnaire 
distributed to experts' teams. Thus, discussions and 
recommendations will be provided through 
revisiting research questions.  
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5.1 Explanation of the First Research Question 
RQ1: What is the potential correlation between 

the components of the proposed framework for 
verifying the relevance of SNS-sourced user needs?  

The research identifies target participants from 
academic institutes, government, and non-
government organizations to identify components 
of the proposed framework. Survey questions 
explore the research purpose, scope, questions, and 
related works. Moreover, formal and informal 
expert discussions are conducted to clarify features.  

Major issues are analyzed, including research 
objectives, input, questions, contribution, survey 
results, and literature review. Consequently, 
Section 3.5 discusses the key components and their 
relationships, integrating them into the proposed 
logical model for a comprehensive understanding 
of the framework components. 

. 
5.2 Analysis of the Second Research Question  

RQ2: In checking the degree of relevance of 
users' needs, is the role of a combined approach of 
initial requirements and related service datasets 
better than exploiting the approaches separately? 

This research question is addressed through a 
discussion and interpretation of the results in 
Section 4.4.3, highlighting the superiority of the 
combined approach in analyzing the relevance 
verification of users' needs, with further discussion 
provided in Section 5.2.1 as detailed below. 

 
5.2.1 Examination of individual versus combined 
approach in relevance verification process 

The study has investigated the use of multiple 
parameters with a customized word embedding 
model, in verifying the relevance of requirements 
fetched from SNS. The experiment which is 
conducted in Section 4.4.3, shows that a combined 
approach with consolidated concepts from 
organizational goals, business rules, and related 
service datasets has a higher relevance rate (88) 
compared to business goals and related service 
datasets (81 and 76) respectively.  

The combined feature of initial requirements 
and related service datasets is used to balance users' 
needs and organizations' interests, minimizing 
issues detected during the fetching of users' needs 
for the requirements elicitation process. That is, the 
mutual use of consolidated initial requirements and 
related service datasets serves as a regulation 
mechanism in the verification process of users’ 
needs sourced from SNS.  

Consequently, the combined approach 
effectively addresses the verification of SNS-
sourced requirements for IT and software 

engineering projects by balancing the needs of both 
users and organizations. The combined approach 
can be implemented independently or with the 
traditional relevance verification methods, 
depending on an organization's size, interest, or 
current IT status. 
 
5.3 Interpretation of Research Question Three 

RQ3: How can the proposed conceptual 
framework be evaluated using quantitative and 
qualitative methods?  

As elaborated in Section 4.4.3, the real-world 
applicability of the study has been tested through a 
quantitative analysis conducted with multiple 
parameters, natural language processing, and 
customized word embedding models. The study has 
been further validated by an expert team 
comprising medical, administrative, and IT 
professionals in CMC General Hospital.  

That is, a second-round survey was conducted 
to evaluate the prototype's output (See Appendix 
B). 91% of participants acknowledged the 
effectiveness of the relevance verification process, 
focusing on the combined approach of initial 
requirements and related service datasets.  

Moreover, 86% of participants agreed that the 
implementation of the model has enhanced the 
quality of SNS-sourced requirements. Post–
questionnaire results also showed that SNS can be 
used for verification of requirements relevance, on 
top of routine communication tasks. 
 
5.4 Recommendation on the Impact of the 
Framework in Identifying and Verifying 
Relevance of SNS-Sourced Requirements, for a 
Case Study (RQ4) 

 An experimental case study was conducted on 
the "Digital healthcare implementation of CMC 
hospital in Ethiopia" to demonstrate and evaluate 
the framework's effectiveness in addressing 
relevance verification of users' needs sourced from 
SNS. The study provides recommendations to 
establish a comprehensive clarification of these 
needs from various perspectives. 

Users’ need obtained from participants is 
aligned with the specified hospital's goals and 
business rules, as evidenced by the 88% relevance 
of the proposed approach (Section 4.4.3). Issues 
raised include patient privacy, errors committed by 
doctors, lack of smooth communication between 
patients and healthcare providers, and the need for 
securing electronic payment methods. Challenges 
include incorrect surgery, improper drug or dose 
during injection, and exposing patients' private 
medical history. Such challenges are also consistent 
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with recent research performed by Shapiro et al. 
[51]. To address the challenges, suggestions include 
improving communication, enhancing decision-
making, increasing patient engagement, instant 
checklists, wearable technology, alerting surgeons 
with PDAs, creating records that can be shared 
across surgeons, and assisting surgical operations 
with telemedicine, cloud service, and secure 
payment methods. Besides, for developing 
countries with resource constraints, such as 
Ethiopia, cloud technology is advised for private 
hospitals due to its accessibility and potential to 
reduce medical errors.  

However, the risk of storing sensitive medical 
data on a cloud is a principal concern. Hence, the 
hospital’s ICT section and CEO should deploy 
advanced encryption techniques before outsourcing 
and storing medical information on a third-party 
server and data centers.  

Moreover, the hospital's digital health care 
system must have online interaction with 
pharmaceutical shops and access to the server 
where the original expiration date resides, 
"Ethiopian Drug and Food Control Authority", to 
allow patients to check genuine expiration dates 
before purchasing. Synchronizing modern 
medication with traditional medication is also 
desired, as many people visit cultural medical 
providers [52]. Furthermore, incorporating local 
language features in hospital information system 
software can facilitate communication with the 
hospital in local languages, parallel with English.  

In terms of effective utilization of medical 
digital devices, issues highlight that insufficient 
technical training in healthcare digital devices in 
developing countries leads to inefficient use and 
sometimes replacement without effectively using 
the previous apparatus.  

Users need also emphasize that there is a 
fragmented healthcare service effort in light of 
developing countries, necessitating the 
development of a digital healthcare framework for 
interoperability and standardization of healthcare 
systems. Related user comments are also reflected 
in a study by Vladimir and Tatina [53]. 

With regard to the impact of AI, Users’ needs 
emphasize that the need for AI-assisted digital 
healthcare facilities, like remote consultation and 
telemedicine, is decisive in supplementing and 
improving physical healthcare services, especially 
in underprivileged regions.  

Moreover, AI-based diagnostic devices can 
significantly improve access to professional 
surgeons and medical facilities in developing 
countries. By correlating patient data with an 

enormous dataset of medical intelligence, AI 
algorithms can recognize patterns and offer 
perception that assist surgeons in their decision-
making process [54]. 

Issues raised also highlight that, despite limited 
resources, AI algorithms continually improve their 
accuracy over time, enabling surgeons in 
developing countries to access the most recent 
medical knowledge and offer more tailored 
treatment strategies, due to their continuous 
learning and analytical capabilities concerning 
patient data, medical records, and research 
databases.  Such related issues have been also 
investigated by Anita Zarghami [55]. 

Alternatively, though, AI’s perspective in 
healthcare is significant, its widespread 
implementation in developing countries faces 
obstacles due to limited infrastructure, such as 
internet access and consistent power supply. 
Cooperation between governments, healthcare 
organizations, and technology firms is essential for 
overcoming these hurdles.  

Therefore, designers and developers can use 
verified requirements which are acquired based on 
the proposed framework, to develop software 
products and recommend hardware needs related to 
digital healthcare systems, specifically in 
developing nations. 
 
5.5 Limitations 

This section highlights the study's limitations 
and suggests potential areas for future 
enhancements. The study's limitations include its 
focus on one popular social media platform, 
Twitter. Future direction emphasizes the potential 
for the research to utilize multiple platforms for 
more enhanced results. The study also focused on a 
single case study and suggested future research on 
the framework's impact on various case studies 
across different domains, thereby analyzing the 
findings in each case study. Moreover, studying 
additional cases helps to identify patterns and 
enhances the possibility of detecting more relevant 
users’ needs. 

Furthermore, few users have expressed their 
need by writing in ambiguous language, a local 
native language written with English letters. The 
"Abyssinica" transliteration plug-in [56] is used to 
analyze such comments, but some challenges 
persist due to the low-resourced Amharic language. 
Future directions should focus on improving the 
plug-in to entertain users who mix native and 
English languages. 
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6. CONCLUSION AND FUTURE WORKS 
 
This research examines a novel multi-criteria 

dynamic relevance verification of requirements 
sourced from SNS platforms. Despite SNS 
platforms being rich sources of user-generated 
content, reflecting current trends and sentiments 
through miscellaneous fields, relevance verification 
of users' needs has not been adequately examined, 
leading to challenges in filtering and prioritizing 
relevant information. Issues such as data overload, 
interpretation difficulties, jargon, informal 
language, and diverse expressions in user 
comments highlight the complexity of conducting 
relevance verification of user requirements. An 
intelligent multi-criteria relevance verification 
approach has been investigated, balancing the need 
for user-centered software with the reuse of existing 
service features and organizational goals. The 
specified approach also ensures that requirements 
accurately reflect stakeholder needs and 
expectations, establishing relevance of 
requirements before proceeding to design and 
implementation phases. 

The research, based on survey results, informal 
meetings, and key features like research objectives, 
scope, input, output, research questions, and 
literature review assessment, has developed a 
conceptual framework to verify the relevance of 
requirements sourced from SNS platforms, thereby 
significantly enhancing the RE process. The 
framework uses consolidated concepts from 
organizational goals, business rules, the 
application's TOR as initial requirements, and 
related service datasets to create equilibrium 
between users' needs and organizations' interests, 
minimizing user requirement problems detected 
during the process of fetching user needs from 
SNS. That is, the combined feature is used as a 
regulation mechanism in verifying relevance of 
users’ needs. To address the specified challenges in 
identifying relevant users’ needs, a detailed 
literature review was conducted, and a need 
assessment was gathered from the experts’ team. 
Then, a qualitative approach was used to construct 
the framework. 

The study conducted an experimental case 
study to quantitatively evaluate and demonstrate the 
practical applicability of the framework. To this 
effect, the framework has been examined with 
digital healthcare systems in Ethiopia's "CMC 
General Hospital" by analyzing 800 users' needs 
from a GUI and extracting 540 and 900 key phrases 
from initial requirements (business goal and TOR) 
and related service datasets, respectively. The 

algorithm representing the framework was applied 
to three test cases: users' needs and related service 
datasets, users' needs and initial requirements, and 
users' needs with an integrated effect of initial 
requirements and related service datasets. The 
results showed that combining multiple attributes 
from business objectives and related service 
datasets improved the relevance verification of 
SNS-sourced requirements, achieving a relevance 
rate of 88%. The framework learns and uses 
consolidated criteria features as regulation 
mechanisms, comprehensively addressing 
challenges in isolating relevant users' needs and 
minimizing traditional method limitations. 

In addition, the study utilized optimized word-
embedding models to compare the specified test 
cases and analyze results with previous related 
works. Assessment of the cases study and a post-
questionnaire that was distributed to experts' teams, 
demonstrates the potential of the proposed 
approach in verifying relevance of SNS-sourced 
requirements, generating innovative ideas, 
prioritizing, and suggesting related requirements. 
This approach also enhances organizations' 
decision-making and customer satisfaction by 
ensuring user requirements are relevant, reusable, 
and aligned with organizational goals. Discussions 
and recommendations were given by revisiting 
research questions. 

The research has some tasks that need future 
work, such as considering multiple case studies for 
evaluation and linking the dynamic multi-criteria 
relevance verification framework with other 
software development phases, such as predicting 
the success of the design and testing phases. The 
demo prototype mainly allows input in English, but 
future studies consider full local language support, 
to enable participants to express their interests in 
native languages alongside English. 
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Appendix A 

 
Table 8: Questionnaires provided to experts group for conceptual framework design 

S.
No 

Questionnaire Rema
rk 

 
1 

Integrating concepts from organizational business rules in the framework enables system analysts to 
generate pertinent user needs sourced from SNS, for the intended application 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree          

 

2 Integrating concepts from organizational objectives in the framework enables to generate pertinent 
requirements sourced from SNS for the intended application 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

 
3 

Integrating concepts from existing service dataset in the framework enables to generate pertinent 
requirements source from SNS for the intended application 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

4 Applying the proposed model makes it hard to reach a consensus on requirements verification 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

5 Integrating concepts from organizational business rules and objectives in the framework creates 
difficulty in the process of verifying relevance of requirements. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

6 Utilizing concepts from related services in the model facilitates identification of relevant requirements. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

7 By implementing the proposed framework, recommendation of updates for requirements feature can 
be facilitated via existing service datasets and business rules. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

8 Utilizing synergy of business rule of enterprise and related service dataset from another application 
boosts verification of requirements than individual approach. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

9 The proposed study has an impact in classifying requirements 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

10 The proposed study might have an impact in prioritizing requirements. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

11 The proposed study has an impact to reuse requirement from related previous systems. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

12 Consistency of requirements cannot be achieved by implementing the proposed model. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

13 Conflicting requirements cannot be detected by implementing the proposed model 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

14 Comparison of the proposed model must be made with traditional approach 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

15 The proposed model can be applicable in various domains. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

16 The proposed model cannot be applicable for large scale software development settings. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

17 Clustered approach in the model is used to identify allied terms and assign common delegate phrase. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

18 Implementation of the model is helpful to Facilitates Visualization of categorized requirements. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

19 The model assists verification of  creative ideas detected form SNS users comment 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

20 The study contributes important concepts for future research in relation to SNS based RE. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 
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Appendix B 

Algorithm 1: Algorithm for conducting relevance verification of SNS-sourced user comments 

 Procedure Examine Relevance of User Requirements 

 Read input data from Source 1 # business rule and objective dataset on a file (as Initial Requirements) 

 Read input data from Source 2 # existing service dataset on a file 

 Read input data from Source 3 # user requirements fetched from GUI 

     For i in range (total documents) # preprocessing 

   Corpus[i].split (), Corpus[i].lower (), Corpus[i].lemmatize () 

       End for 

                       Combined Corpus=Corpus (Initial Requirements). Append (Corpus (Existing Service)) # concatenation 

   Model 1=Word2Vec ( ) 

   Model1. Train (Combined Corpus) 

   Word2Vec Words= Word2Vec Model 1[Word] 

   Model 2=Tf-Idf ( ) 

  For each word in User Requirements 

   Calculate Tf-Idf 

   Tf-Idf Feature [word] =Model2. Get Feature name [word] 

  End for 

  For each Row in Word2Vec Words 

          For each word in Word2Vec Words 

                  If word in Tf-Idf Feature 

         Weighted Word2Vec=Word2Vec X (Tf-Idf Feature [word]) 

                  End If 

           End For 

   Row++ 

  End For 

 Select case (test case number) 

                       Case 1: test case 1 
 Relevance Score=Weighed Word2Vec.Relevance (Corpus User feedback, Business goal Corpus) 
              If Relevance Score<65#base line value 
    Print (“User Feedback Didn’t Pass Relevance Check, so Discard”) 
             End If 
    Print (Relevance Score) 
                      Case 2: test case 2 
     Relevance Score=Weighed Word2Vec. Relevance(Corpus User need, Existing Service Corpus) 
              If Relevance Score<65#base line value 
    Print (“User Feedback Didn’t Pass Relevance Check, So Discard”) 
             End If 
   Print (Relevance Score) 

                       Case 3: test case 3 

       Relevance Score=Weighed Word2Vec. Relevance (Corpus User need, Combined Corpus) 
    If Relevance Score>=65 #base line value 
   Print (Relevance Score) 
    Else 
   Print (Discard need) 
    End if 
                          End Case 

End Procedure 
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Appendix C 

 

Algorithm 2: Algorithm for clustering relevant user comments 

 

Procedure Perform User Comment Clustering 

    Import all essential libraries     

    Fetch user requirements from GUI, integrated with SNS 

   Save digital health user comments on a file 

 

 # Load user comments from a text file 

    with open('digital_health_comments.txt', 'r', encoding='utf-8') as file: 

        user comments = file. Read lines () 

         

  if not user comments: 

        raise Value Error("The file is empty or not properly formatted.") 

 

# Convert to a Data Frame for easier processing 

df = pd. Data Frame(user comments, columns=['user comment']) 

 

#Text Preprocessing Function 

def preprocess_ text(text): 

    

# Apply preprocessing to all user comments 

df['processed_ user comment'] = df['user comment'].apply(preprocess_ text) 

 

# Vectorize  the processed text 

vectorizer = Tfidf Vectorizer() 

X = vectorizer .fit_ transform (df['processed_ user comment']) 

 

# Apply K-means Clustering 

num_clusters = 5  # Choose the number of clusters you want 

kmeans = KMeans (n_clusters=num_clusters, random_ state=42) 

kmeans.fit(X) 

 

# Add Cluster Labels to the Data Frame 

df['cluster'] = kmeans .labels_ 

 

# Print Out the Results 

for i in range(num_ clusters): 

    print(f"\nCluster {i}:") 

    print(df[df['cluster'] == i]['user comment'].to list()) 

End Procedure 
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Appendix D 
 

Algorithm 3: Algorithm for continuous update model for SNS-sourced user comments 

 

Procedure Conduct Continuous Update 

   Import all essential libraries     

# Preprocessing  

def preprocess_ user comment (user comment): 

 

# Initial function to train the weighted_Word2Vec model 

def train_ weighted_word2vec_model(user comment _list): 

# Preprocessing user comment 

processed_ user comment = [preprocess_ user comment (user comment) for user comment in user comment _list] 

 

    # Creating and training the weighted Word2Vec model 

model = Word2Vec(sentences=processed_ user comment, vector_ size=100, window=5, min_ count=1, workers=4) 

return model 

 

# Function to update the model with new user comment 

def update_ model(model, new_ user comment): 

processed_ new_ user comment = preprocess_ user comment (new_ user comment) 

model. build_ vocab([processed _new_ user comment], update=True)  # Update list 

model. train([processed_ new_ user comment], epochs=model. epochs) # Train model 

 

# Function to save and load the model 

def save_ model(model, filepath): 

    model. save(filepath) 

def load_ model(filepath): 

    return Word2Vec.load(filepath) 

 

# New user comment 

    new_ user comment = “fetch new user comment” 

 

    # Update the model with new user comment 

    update_ model(model, new_ user comment) 

 

    # Save the updated model 

    save_ model(model, 'healthcare_ user comment _model. model') 

 

    # Load the model later  

    new_ model = load_ model('healthcare_ user comment _model. model') 

 

End Procedure 
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Appendix E 
 

 

Figure 3: GUI for gathering User comments and Verifying its Relevance 
 
 

 

Appendix F 

Table 9: Second round survey questions provided to experts group for framework verification 

S.No Questionnaire Rema
rk 

 
1 

Implementation of the framework has enabled system analysts to better visualize verification of requirements. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree           

 

 
2 

Integrating concepts from related service dataset in the framework has enabled analysts to generate pertinent 
requirements from SNS user needs. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

3 The proposed model has reduced effort of gathering better number of verified requirements 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

4 Integrating concepts from organizational business rules and objectives in the framework has created difficulty 
in the process of verifying relevance of requirements. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

5 The proposed research has simplified the task of verifying and aligning business rules and constraints with 
business requirements. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

6 Utilizing synergy of business rule of enterprise and related service dataset from another application has 
improved verification of requirements than individual approach. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

7 Implementation of the proposed study had shown  an impact in classifying requirements 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

8 The proposed study has facilitated the task of prioritizing the verified requirements. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

9 The proposed model could be applicable in various domains. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 

 

10 The clustered approach in the proposed model has simplified the task of identifying the related terms and 
assigning common representative term. 
5. Strongly Agree        4. Agree             3. Undecided            2. Disagree          1. Strongly Disagree 
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Appendix G 

 

Figure 9: Sample screen shot of most discussed user requirements from Python shell. 
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Appendix H 

 

Figure 10: Sample screen shot of most discussed user requirements from Python shell. 
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Appendix I 

 
Figure 11: Sample screen shot of most discussed users requirements from Python shell. 

 


