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ABSTRACT 

 
Medical image analysis is the most prominent research area of digital image processing. In digital image 
processing, medical images are more sensitive and informative. Data loss in medical image processing harms 
patients and the healthcare system. Therefore, several medical image analysis techniques play a significant 
role in ensuring lossless information during disease diagnosis.  The visual clarity of an image depends upon 
its high resolution. Therefore, high resolution is crucial in medical image analysis. The high-resolution 
problem occurs due to spatial resolution limitations. These limitations can be attributed to hardware 
limitations, low radioactivity doses, or the acquisition time of a specific image. To avoid these limitations, 
several high-resolution image restoration (or reformation) techniques are available. These techniques include 
image compression, histogram equalization, edge detection, feature extraction, image synthesis, and noise 
reduction, among others. Recently, different AI-based techniques, like machine learning (ML) and deep 
learning (DL), have been considered booming technologies for high-resolution image reformation. Therefore, 
we felt it was necessary to review various AI learning-based techniques and their applications in the 
reformation of high-resolution digital images. The digital images may include various types, such as medical 
images or those from the Indian Historical Society. In this article, we first shed light on different modalities 
of medical image analysis techniques with their image acquisition properties. We then apply machine learning 
and deep learning AI approaches to the image acquisition properties to address the issue of poor visual quality 
in the images. This serves as evidence that ML and DL models must modify the component configuration of 
medical image modalities to reform high-resolution images. To improve the quality of low-resolution images, 
we are building new models for histogram equalization, compression, decompression, and noise reduction 
based on this comprehensive review. 

Keywords: High-Resolution, Image Enhancement, Medical Image Analysis, Image Compression, Machine 
Learning, Deep Learning.

1. INTRODUCTION 

To help with the reformation of high-resolution 
images, this review work will give a general outline 
of the AI model's structure and explain what 

threshold functions are, how they work, and any 
limitations they may have. Moreover, we have 
mentioned detail the effects of noise in order to build 
high-resolution images. The input images are may be 
of single image based or multi-image-based inputs, 
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depends on configuration of medical image 
modalities. When working with images as an input, 
we can classify their pixel values and edges as low-
level features; texture and motif are examples of 
mid-level features; and object parts and objects 
themselves are examples of high-level features. In 
order to identify the most relevant works and any 
gaps in their coverage, we used the PRISMA 2020 
model for conducting a critical literature review. 

1.1 High Resolution in Medical Imaging System 

The main aim of electronic imaging applications is 
to acquire high-resolution (HR) images. HR is 
defined as having a high pixel density within an 
image. In various critical applications, HR images 
provide more detailed information. Therefore, HR 
medical images are more supportive for physicians 
to make accurate diagnoses [1]. The HR satellite 
images are also more useful in distinguishing from 
other, more similar objects [2]. Providing HR images 
in computer vision will enhance pattern recognition 
performance. For digital image acquisition, charge-
coupled devices (CCD) and complementary metal 
oxide semiconductor (CMOS) sensors have been 
used widely since the 1970s. Although both sensors 
are generally suitable for the analysis of medical 
images, the existing level of resolution and 
consumer price will not fulfil the forthcoming 
mandate. For example, consumers always want low-
priced HR digital cameras or camcorders, whereas 
scientists always need HR-level digital cameras 
close to 35 mm film, which have no visible artifacts 
when an image is magnified. Therefore, there is a 
need for improvement in the current resolution level. 
So, to increase the HR level, there may be two 
solutions, i.e., increasing spatial resolution by 
reducing the size of the pixel or increasing spatial 
resolution by enhancing the size of the chip [3]. 

The most general method to increase HR level is 
pixel size reduction, i.e., the per-unit area number of 
pixels will be increased using sensor manufacturing 
methods. Since pixel size decreases, the existing 
light also decreases. Consequently, a short noise 
issue arises, significantly reducing the lighting 
quality. Therefore, if we reduce the pixel size 
without encountering a short noise issue, the 
reduction is limited to about 40 mm2 for a 0.35 mm 
CMOS process. Almost all current sensor 
technology has achieved this level [4]. 

The second approach increases the spatial resolution 
by enhancing chip size, leading to a corresponding 
increase in capacitance. However, large capacitance 
makes it difficult to speed up a charge transfer rate 
that is not an effective one. Given the high cost of 
precession cameras, the image sensor plays a crucial 
role in many commercial applications related to HR 
imaging, particularly in signal processing and 
hardware setup. So, it is not in the scope of our 
review process. Therefore, in our review process, we 
resize the pixel to construct HR images [5]. 

HR imaging algorithms may be categorized 
depending on the number of input and output images 
intricately involved in the process of digital image 
analysis. In this article, we focused on the high-
resolution (HR) images that will be recovered from 
low-resolution (LR) images using some existing 
artificial intelligence models, such as machine 
learning (ML) and deep learning (DL) models. Since 
these existing models are ill-posed inverse problems, 
even slight changes in the effect can lead to drastic 
changes in the underlying causes. To avoid the 
inverse ill-posed problems, the existing DL models 
are used for optimization techniques. So, we decide 
to write some artificial intelligence algorithms or 
models rather than existing ill-posed DL models [6-
13]. 

1.2 Deep Learning in Medical Imaging System 

Deep learning is the most promising AI technique for 
digital image processing. It can perform various 
image-processing tasks. For instance, it is capable of 
performing various image-processing tasks such as 
image classification [14], image denoising [6], 
image segmentation [7], object detection, and 
solving inverse problems [16]. It offers two 
advantages over other models used for image 
processing. The first one is well-developed parallel 
calculation, and the second one is powerful 
representation capability. 

The existing DL framework has been developed 
using an artificial neural network. Several neural net 
models, including Caffe [17], MaxNet [18], 
TensorFlow [19], and others, facilitate parallel 
calculations. The users get direct benefits in high-
speed parallel computations without using GPU 
architecture and low-level GPU programming. The 
diagram below illustrates the structure of a neural 
network deep learning framework. 
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Figure 1: Structure of classical neural network.  

In Figure 1, both of the input-output external layers 
are linked to training data. An activation function, 
which is a user-selected mathematical function, 
makes the network stronger. A neuron, consisting of 
a linear transformation and a non-linear activation 
function, represents each solid circle. 

DL helps process data with high-level features. 
Although the efficiency of DL can be judged by the 
amount of data, implicit information of large 
quantity parameters is also revealed by DL networks. 
On the contrary, we can say that a restricted number 
of data restricts its performance.  

1.2.1 Neural net units 

The DL model consists of multiple neural network 
layers. We broadly classify the entire multi-layer 
neuron network into three layers. For the layers from 
left to right, the 1st layer is called the input layer or 
outer layer, and the last layer is called the output 
layer, and the layers present within the 1st layer and 
the last layer, any number of layers, are called hidden 
layers or middle layers, as shown in Fig. 1, which is 
a classical DL model network with hidden layers. 
Neurons are shown in this model as solid circles, and 
each one is made up of a linear transformation and a 
non-linear point-wise activation function [20]. 

1. Linear transformation 

The multi-layer neural network consists of multiple 
layers and multiple neurons. Each neuron at layer L 
is connected to all neurons at its successive layer 
L+1 through a connecting sensor line/Channel 

having weight 𝑊,
  L  L € R, where i is the neuron 

index at layer L and j is the neuron index at layer L+1 

and the weight matrix 𝑊 ∈ ℝಽశభ × ಽ

, here CL  is 
the channel at layer L and CL+1 is the channel at 
Layer L+1. Let the output produced at layer L be OL 

and  𝑂 ∈  ℝಽ×ಾ×ಿ
, where M is the height and N is 

the width of the image. Let σL be the activation 
function at layer L. So, the output at layer L+1 is 
OL+1 is defined as, 

𝑂ାଵ = 𝜎(𝑊 ×  𝑂)          (1) 

Here the multiplication operation between 
𝑊 𝑎𝑛𝑑 𝑂 is the linear matrix multiplication 
operation. But the point to be noted here is that width 
and height of image will not be alter. When the above 
liner operation is convolution,  
𝑊,

  𝑏𝑒𝑐𝑜𝑚𝑒𝑠 𝑎 𝑐𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑓𝑖𝑙𝑡𝑒𝑟 and the neural 

net becomes a Convolutional Neural Network 
(CNN) [29]. 

2. Activation functions 

Activation functions are used in neural networks to 
check whether a neuron is active or not. When a 
neuron is active, mathematical operations use its 
input to make predictions. The main role of the 
activation function is to produce output from a set of 
input values fed to the node or layer, and activation 
functions are needed for neural networks since 
activation functions help to introduce nonlinearity to 
the neural network. Some of the most widely used 
activation functions are defined as follows [30]. 
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 a. Binary step activation function 

This activation function acts on a threshold value. 
The threshold value is a predefined cut-off value, 
which tells about whether a neuron is activated or 
not. i.e., the input fed to the neuron through the 
activation function at the input layer will be 
compared to the predefined threshold value; if it is 
greater, then the neuron is activated; otherwise, the 
neuron is deactivated, which is mathematically 
defined as: 

 𝑓(𝑥) = ൜
0, 𝑥 < 0      (2) 
1, 𝑥 ≥ 0

 

 

 

 

 

 

 

Figure 2: Binary Step Activation Function 

Limitations:  

1. It is unable to process multi-class classification 
problems. 

2. Due to the gradient value being zero, it creates an 
interruption in the back propagation process. 

b. Linear activation function 

This activation function is proportional to the 
neuron's input at each layer. Therefore, it is also 
known as the identity function. This function does 
not alter the weighted sum of the input; instead, it 
divides the input values into two groups. Which is 
mathematically defined as: 

𝑓(𝑥) = 𝑚𝑥 + 𝑏              (3) 

 

 

 

 

 

Figure 3: Linear Activation Function 

Limitations: 

1. This function has no relation to input x of any 
neuron since it is a constant function.   

2. In a neural network, if a linear activation function 
is used, there is no meaning of multiple layers 
because the last layer will still linearly function of 1st 
layer. So linear function converts multiple layers into 
a single layer. 

c. Sigmoid or logistic activation function 

This activation function ranges from real number 0.0 
to real number 1.0. So, the value having 1.0 is 
considered a larger input value or a more positive 
value, and the value having more negative numbers 
is considered a smaller input value; the output value 
will be closer to 0.0, so it is shaped into an S-shape, 
which is mathematically defined as: 

𝑓(𝑥) =
1

1 +  𝑒ି௫
              (4) 

Figure 4: Sigmoid or Logistic Activation Function 

Limitations: 

1. Training of the neural network is more difficult 
and unstable due to the function is not symmetric 
around zero, so the output produced by all neurons 
is of the same sign. 

d. Tanh function/ hyperbolic tangent function 

The Tanh activation function is the same 
functionally and in S-shape as the sigmoid/logistic 
activation function, but the Tanh activation function 
is different in output range from -1 to 1. In Tanh, if 
the input value is more positive or larger, then the 
output value will be closer to 1.0, but in case the 
input value is more negative or a smaller value, then 
the output value will be closer to -1.0, which is 
mathematically defined as: 

𝑓(𝑥)   
] 

𝑓(𝑥) 

𝑓(𝑥) 



 Journal of Theoretical and Applied Information Technology 
31st March 2025. Vol.103. No.6 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
2537 

 

𝑓(𝑥) =
(𝑒௫ − 𝑒ି௫)

(𝑒௫ +  𝑒௫)
                (5) 

 

 

 

 

 

 

Figure 5: Tanh Function/ Hyperbolic tangent function 

Limitations: 

1. Like the Sigmoid function Tanh function also 
suffers from the problem of Vanishing gradients. 

2. Compared to the sigmoid function, the Tanh 
function gradient value is much steeper or sharper. 

e. Rectified linear unit (ReLU) function 

 This function is linear. ReLU facilitates 
backpropagation and enhances computation 
efficiency by simultaneously activating only a 
specific number of neurons. Due to its more 
convergent gradient descent and non-saturating 
properties, it aids in the global minimization of the 
loss function. It is mathematically defined as: 

𝑓(𝑥) = max(0, 𝑥)              (6) 

Figure 6: Rectified Linear Unit (ReLU) Function 

Limitations: 

1. It suffers from the Dying ReLU problem, i.e., due 
to negative input values, the gradient value becomes 
zero, so in the back propagation process, some 
neuron's weight and bias values are not updated. So, 
neurons never get activated,    

2. Due to the Dying ReLU problem model’s ability 
decreases. 

f. Leaky ReLU (LReLU) function 

This function has a small positive slope on the 
negative area. So, this function is an improved form 
of the ReLU function. Hence, it circumvents the 
issue of the ReLU function dying. Therefore, the 
Leaky ReLU function has the ability to activate 
neurons during the backpropagation process of the 
neural network model. It is mathematically defined 
as: 

𝑓(𝑥) = max(0.1𝑥, 𝑥)              (7) 

Figure 7: Leaky ReLU (LReLU) Function 

Limitations: 

1. For Negative input values, prediction is not 
consistent. 

2. Learning model parameters is time-consuming 
due to the small gradient value for negative input 
values. 

g. Parametric ReLU (PReLU) function 

This function is another variant of the Rectified 
Linear Unit (ReLU) function; it is generally used to 
solve the Dying ReLU problem of the negative value 
part of the axis. To find out the slope of the negative 
part of the axis, this function takes a parameter, say 
'a,' which is called a negative values slope parameter. 
So, during the backpropagation process, parameter 
'a' helps to learn the appropriate value. It is 
mathematically defined as: 

𝑓(𝑥) = max(𝑎𝑥, 𝑥)                (8) 

𝑓(𝑥) 

𝑓(𝑥) 
] 

𝑓(𝑥) 
]
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Figure 8: Parametric ReLU (PReLU) Function 

Limitations: 

1. Unable to activate dead neuron, i.e., the relevant 
information is not passed successfully, to the next 
layer neurons. 

2. It provides non-uniform value for different 
problems, as it depends upon slope parameter value 
‘a’.   

h. Exponential linear units (ELUs) function 

This function is also another variant of the ReLU 
function. Generally, one uses it to modify the slope 
of a function's negative part. It uses the log curve 
instead of parameter values like LReLU and PReLU 
functions to solve the Dying ReLU problem in the 
negative value part of the axis. It is mathematically 
defined as: 

𝑓(𝑥) = ൜
𝑥,                         𝑥 ≥ 0      (9)

𝛼 (𝑒௫ − 1), 𝑥 < 0
 

Figure 9: Exponential Linear Units (ELUs) Function 

Limitations: 

1. Computational time is very high due to the 
inclusion of exponential operation. 

2. 𝑁𝑜 𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑜𝑓 𝑡ℎ𝑒 𝛼 𝑣𝑎𝑙𝑢𝑒  

𝑡𝑎𝑘𝑒𝑠 𝑝𝑙𝑎𝑐𝑒. 

3. Gradient problem Explosion. 

i. Scaled exponential linear units (SELUs) 
function: 

This function is a variant of the ELUs function. It is 
a self-normalizing activation function. Due to the 
self-normalization property, there is no need for the 
inclusion of batch-normalization layers. Therefore, it 
ensures consistent output standardization. It is 
mathematically defined as: 

𝑓(𝑥) = ൜
𝜆 𝑥,                        𝑥 > 0     (10)

𝜆𝛼(𝑒௫ − 1), 𝑥 ≤ 0
 

Here 𝞴 and 𝞪 are constants having values 𝞴 1.0505 
and 𝞪1.6732 

Figure 10: Scaled Exponential Linear Units (SELUs) 
Function 

Limitations: 

1. Computational time is very high due to the 
inclusion of exponential operation over negative 
values. 

2. Positive input values are linearly presented. 

The graphical representation of the above-discussed 
activation functions is shown below: 

1.2.2 Deep learning in high resolution 

In deep learning, there are two distinct methods for 
constructing high-resolution images from low-
resolution images, such as the single-image high-
resolution method and the multi-image high-
resolution method. The multi-image-based method 
combines subpixel-shifting in low-resolution images 
with information from higher-resolution images to 
create new ones. This process gives the new ones 
more accuracy. Typically, we use the multi-image 
method to establish global or local photometric 
relationships between multiple low-resolution 
images. Some examples of multi-image-based high-

𝑓(𝑥) 

𝑓(𝑥) 

𝑓(𝑥) 
]
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resolution image reconstruction methods are 
interpolation-based methods [21], frequency 
domain-based methods [21], regularization-based 
methods [22, 23], etc. There are few deep learning 
models applied over multi-image low-resolution 
problems to construct high-resolution images [24]. A 
lot of the authors of multi-image-based high-
resolution models have used deep residual networks 
to make the results better in multiple satellite images. 
However, residual networks may not work well with 
medical images because they lose information. 
There are many deep learning models available to 
construct high-resolution images from low-
resolution images using single-image-based 
methods, especially in medical image analysis, 
whose formulation details are given below. 

1.2.2.1 Single-image-based high-resolution 
method 

Let G is the set of low-resolution images and F is the 
set of high-resolution images. Select a single image 
g from G such as that g ϵ G and a newly constructed 
high-resolution image f such as that f ϵ F. The high-
resolution forward problem can be stated as 

𝑔 = 𝐴𝑓                     ( 11)   

Here, A is the contaminated particle operand that 
includes noise, blur, or down-sampling operation 
and is defined as A: X → Y. For a given set of 
training datasets (gi, fi), we aim to find out 𝐴ᇱ such 
that prediction value 𝑓ᇱ = 𝐴ᇱ𝑔  𝑠𝑜 𝑡ℎ𝑎𝑡 𝑓 ≈  𝑓ᇱ. 
Let's consider L is a user choice loss function to 
minimize the parameters of the network and 𝐴ᇱ is the 
parametric approximate inverse operator and 
mapping from 𝐴ఏ

ᇱ : 𝑌 →

 𝑋 𝑖𝑠 𝑙𝑒𝑎𝑟𝑛𝑒𝑑 𝑏𝑦 𝑠𝑜𝑙𝑣𝑖𝑛𝑔 𝑡ℎ𝑒 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛                                                          

arg 𝑚𝑖𝑛

𝜃 ∈⊝
∑𝐿൫𝑓

ᇱ, 𝐴ఏ
ᇱ (𝑔)൯ + 𝑅(𝜃)     (12)  

ℎ𝑒𝑟𝑒 ⊝  𝑖𝑠 𝑡ℎ𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠  

𝑎𝑛𝑑 𝑅(𝜃) 𝑖𝑠 𝑡ℎ𝑒 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛  

Construction of high-resolution images from low-
resolution images using deep learning has been 
broadly discussed in li literature reviews [2, 9, 10, 
24, 12, 25, 26, 27, 11]. Although we have reviewed 
many more networks for high resolution, it is not 
possible to present exclusively all the networks. So, 
we selected some sets of these techniques and 

planned the implementation of deep learning in high-
resolution issues.  

1.2.2.2 Formulation of estimation metrics and 
cost functions 

The cost functions are generally realized in the form 
of evaluation metrics and it is used for model 
optimization. The Peak-Signal-to-Noise Ratio 
(PSNR) is mostly used for the measurement of the 
quality of reconstructed metrics in case of high 
resolution or super-resolution. The evaluation of 
PSNR depends upon Mean Square Error (MSE). The 
MSE is called the L2

 loss function and it is defined 
as a difference at pixel level. The MSE and PSNR 
are formulated as follows [3, 28]. 

𝑃𝑆𝑁𝑅 = 10 × 𝑙𝑜𝑔ଵ ቆ
𝑀𝐴𝑋ூ

ଶ

𝑀𝑆𝐸
ቇ 

             =20 × 𝑙𝑜𝑔ଵ ቀ
ெ

√ெௌா
ቁ 

            =20 × 𝑙𝑜𝑔ଵ(𝑀𝐴𝑋ூ) − 10 ×
𝑙𝑜𝑔ଵ(𝑀𝑆𝐸)            (13) 
here 

MAXI
 =255, i.e., Maximum Possible Pixel value of 

the image uint8 or 8-bit per pixel. 
MSE= Mean Square Error and  

𝑀𝑆𝐸 =
1

𝑚 × 𝑛
 [𝐿𝑅(𝑖, 𝑗) − 𝐻𝑅(𝑖, 𝑗)]ଶ    (14)

ିଵ

ୀ

ିଵ

ୀ

 

Here, 
 m x n = Dimension of Image 
𝐿𝑅(𝑖, 𝑗)= Ground truth Image 
𝐻𝑅(𝑖, 𝑗) =Reconstructed Image 
 
1.3 Medical Image Analysis 

Medical image analysis or medical imaging or 
radiology is a technique through which physicians 
will take the acquisition of images of the interior part 
of a body for various clinical diagnoses, medical 
intrusion, and also for visualization of the 
functionalities of some organs or tissues. There are 
different modalities are available for medical image 
acquisitions such as Magnetic Resonance Imaging 
(MRI), Computed Tomography (CT) Scan imaging, 
Ultrasound Imaging, X-ray Imaging, and some 
nuclear medicine imaging [31].     
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   Figure 11: MRI Image of Brain Tumour [Wikipedia]   

Figure 12: CT scan Images of abdomen-Pelvis body 
[Wikipedia]  

Figure 13: Ultra Sound Image of Baby [Wikipedia]   

    Figure 14: X-ray Image of Chest [Wikipedia]  

 

 

 

Figure 15: Study of aging Brain using nuclear medicine 
[medicalexpress.com]   

2 PROBLEM STATEMENT 

We intended to develop an algorithm or artificial 
model after the literature study. That algorithm can 
restore or reform a high-resolution image. We will 
create a modified compression algorithm to 
transform low-resolution images into high-
resolution ones. This algorithm has numerous 
potential applications in the field of information 
security, including but not limited to digital image 
watermarking, data encryption and decryption, and 
high-resolution image reformation.  

We will compare our work to various existing 
machine-learning models, as shown in Table 3, 
based on the Peak Signal Noise Ratio (PSNR), Mean 
Square Error (MSE), and Structural 
Similarity(SSIM) Index values and many mores.. 

3 RESEARCH METHODOLOGY 

This section presents different protocols that help to 
detect, collect, and evaluate the up-to-date 
techniques used for medical image analysis in this 
review study. It has been divided into 4-phases, i.e., 
research questionnaires, strategies of research, 
article choice norms, and research outcomes [32]. 

3.1 Research Questionnaires 

The aim of a Systematic Literature Review (SLR) is 
to respond to possible research questions and find 
out what research outcomes from previously used a 
new era of design, technology, safety, innovation, 
comfort, and performance of research results. The 
research questions are again sub-divided into 5-
questions: 



 Journal of Theoretical and Applied Information Technology 
31st March 2025. Vol.103. No.6 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
2541 

 

Q1: What are the different modalities of medical 
image processing or medical imaging? 
Q2: Why medical image processing and analysis? 
Q3:  Which medical image processing technique is 
suitable for a high-resolution image reconstruction 
system? 
Q4: Which high-resolution image reconstruction 
method has been implemented and adopted? 
Q5: Has the developed method produced good 
results? 
We performed the relevant systematic review study 
from several databases such as Taylor & Francis, 
IEEE Explorer, Google Scholar, Springer and 
Elsevier, and many more. During the systematic 
review, we mainly focused on two or more questions 
from the proposed research questionnaires.   

3.2 Research Tactic and Flow Diagrams of Article 
Selection Procedure 

In this section, we discussed the procedure and 
protocols of article selection and rejection.  The Fig. 
16 represents details of the literature review, i.e., 
article collections, article selection, and article 
rejection criteria. Fig. 17 represents the overall 
systematic review of articles.  

Our literature review was performed systematically 
over several databases like SCI, Scopus, IEEE 
Explorer, Google Scholar, Springer Elsevier, and 
many more. We used collections of several keywords 
and terminologies like "Medical Image Processing", 
"Medical Image Processing Techniques", "Medical 
Imaging", "Medical Image processing and 

Techniques”, “Medical Image Diagnostic”, 
“Medical Image Diseases Diagnostic”, “Diseases 
Diagnosis”, “Disease Diagnostic Process”, “Disease 
Diagnostic Techniques”. We searched about 3000 
articles to meet our keywords. Out of 300 articles 95 
articles are redundancy articles. The remaining 205 
articles are considered for systematic review.  After 
reviewing these articles with their names, we found 
a new set of keywords such as “Artificial 
Intelligence”, “Machine Learning”, “Deep 
Learning”, “Neural Network”, “Disease 
Classification", and "Hybrid Diagnostic System” 
and 100 articles were omitted. Of the remaining 105 
articles, out of these articles, 68 articles were 
excluded after deep reviews of 37 articles. 
Depending upon omission measures on articles we 
found some articles used Deep Learning and 
Machine Learning techniques. So, to develop a 
hybrid technique with good quality of diagnosis 
ability we combine both techniques with some 
modifications in the developed algorithm or by 
improvement of a common method and its 
development procedure for further research. By 
using PRISMA 2020 (Preferred Reporting Items for 
Systematic Reviews and Meta-Analysis) techniques 
we selected the most relevant articles for our 
research work, which is represented in Fig. 17. By 
using PRISMA 2020, we selected articles not only 
by automatic filter but also by considering the 
combinations of keywords and those articles gave 
the answers of our research questions, which are 
being discussed in Section 3.3. 

Figure 16: Literature Review Protocol 
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Flow Diagram of Article Selection Procedure: 

Figure. 17: PRISMA-2020 Representation of Article Selection Procedure 

 

3.4 PRISMA 2020 Technique Output 

After the inclusion and exclusion of research 
articles, the most relevant ones satisfied the research 
aims, which mostly explored the different concepts 
and techniques of medical image processing and 
disease diagnosis. We carefully review the included 
articles, extract, analyze, and compare the results to 
identify the most useful technique for feature 
research [33]. 

4. RESULTS OF SYSTEMATIC REVIEW 

Here, we covered the theoretical underpinnings and 
practical uses of various medical imaging modalities 

in the first section. The second section covered 
medical image analysis using various imaging 
modalities [70]. 

4.1 Modalities of Medical Imaging System 

Different modalities of medical imaging systems 
generate medical images. Medical images are crucial 
for healthcare professionals in diagnosing diseases 
and treating patients [34]. A group of digital image 
processing techniques called medical image 
processing can be used to get data from different 
medical image processing modalities that can be 
used to diagnose diseases and treat patients. These 
modalities may include magnetic resonance, 
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ionizing radiation, optical methods, nuclear 
medicine, ultrasound radiations, etc., functioning as 
one-on-one modular media for disease diagnosis and 
patient treatment. Each modular media has particular 
features and responses to the structure of the human 
body [35]. It generates modalities that facilitate the 
capture of images of the internal structure of the 
human body or image samples, a feat not achievable 

with human naked-eye visibility [36]. There are 
several medical image modalities; out of them, some 
important modalities are addressed in our survey 
studies, which are exemplified in the following 
diagrammatic classification [63] 

 

Table 1: Tabular representation of PRISMA 2020 

Sr. 
No. 

Article 
Collection 

Source Name 

No. of 
Articles 

Collected 

No. of 
Article 

Rejected 

Reason for Rejection 

No. of 
articles 
selected 

for Review 

1 SCI 20 18 Keywords not matched 2 

2 SCOPUS 40 35 
Keywords and research questions 

not matched   5 

3 PubMed 50 44 
Keywords and research questions 

not matched   6 

4 
Web of 
Science 10 8 

No. of pages <4 and not available 
relevant keywords 2 

5 ScienceDirect 10 8 Keywords not matched 2 

6 IEEE Xplore 30 28 
No. of pages<4 and redundancy 

articles 2 

7 CINAHL 5 3 Keywords not matched 5 

8 CORE 2 1 Research questions not hold 1 

9 DOAJ 56 55 
Redundancy articles and not 
available relevant keywords 1 

10 Paperity 7 6 Not relevant keywords 1 

11 
BioMed 
Central 65 56 

Redundancy articles and not 
available relevant keywords 9 

12 Dryad 5 4 
Keywords and research questions 

not matched   1 

Total   300 266   37 
Graphical Representation of PRISMA-2020 

 

Figure 18: Bar chart representation of Article Selection Sources. 
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. Figure 19: Categorisation of Medical Imaging System Modalities 

There are 4 imaging system modalities available in 
medical image acquisitions, such as 1. X-ray 
projection radiography and X-ray computed 
tomography imaging, 2. magnetic resonance 
imaging, 3. ultrasound imaging system, and 4. radio-
nuclide imaging [37]. 

4.1.1 Physics of X-ray projection radiography 
and X-ray CT imaging 

X-rays are electromagnetic waves and occupy the 
high-frequency range of the Electromagnetic (EM) 

Spectrum. X-rays are generated in a vacuum tube 
which consists of a 'Cathode' and an 'Anode'. 
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Figure 20: X-ray Imaging System 
[https://en.wikipedia.org/wiki/X-ray_tube]. 

X-ray Detectors are: 

 Screen/Film: Directly exposed 
photographic film but is very inefficient. 
Typically, have an intensifying screen on 
both sides of the film. These screens are 
luminescent and emit light when exposed 
to X-ray. 

 Image Intensifier: Used in fluoroscopy 
for low-dose real-time projection 
radiography, i.e., Input Phosphor → Light 
→Photocathode → electron → 
acceleration by dynodes →Output 
phosphor → Light. 

 Storage Phosphors: Computed 
Radiography systems store the exposed 
image in photostimulable phosphors 
(PSPs). A laser scanner is used to stimulate 
the phosphor which emits light. Leads to a 
digitized image. 

 Flat Panel Detectors: Digital 
Radiography using CCD, TFT, and CMOS 
based. 

X-ray Computed Tomography imaging system 
produces a cross-sectional representation of the X-
ray attenuation properties of the body. The patient 
body will be kept in front of the X-ray tube and the 
X-ray detector will produce cross cross-sectional 
image, i.e., X-rays from tube → Patient → X-ray 
detector.  Using thin X-ray beamlines, projections 
are measured for the entire field of view. This is 
repeated for a lot of measurement angles of view. 
There are two types of Computed Tomography, such 
as axial tomography and linear tomography [38].  

X-ray CT detectors are 

 Scintillator Crystal with a photodiode. 

 The scintillator converts X-rays into visible 
light, and the photodiode receives the 
visible light to produce an electric current. 

 Scintillators are designed to have high 
absorption and transference to the 
photodiode. 

 The digital data acquisition system 
connected to the photodiode converts the 
electric charges/current into a voltage 
signal and performs an analog to digital-
conversion as well. 

Another modern detector, in addition to the existing 
one, is currently under development. A photon-
counting detector, a recent technological 
advancement, is about to make its debut. As 
described, it uses energy to improve image contrast: 

 Photon counting detectors are direct 
conversion materials like CdTe or CdZne. 

 It converts X-rays into an electric charge 
proportional to the X-ray energy. 

 The signal produced is much higher, i.e., 
charge packets produced are much higher 
than in direct conversion. 

 However, since the photons are binned 
according to energy there will be a 
proportional decline in photon statistics. 

 Thresholds can be set to detect photons at 
different energies-enables counting. 

X-ray CT data Acquisition 

To capture the disease-affected body part of the 
patient, the patient lies on the bed along the Z-axis. 
The XY plane represents the cross-section of the 
patient, i.e., the linear attenuation coefficient of 
tissue. Parallel beam, fan beam, and cone beam are 
the different scanning configurations. In this figure 
'D' is the bank of detectors, 'X' is a bank of X-rays, 
and 'T' is the X-ray tube are the parts of the Scanner. 
The images are reconstructed using typically back 
projection, iterative techniques, or more recently 
deep learning methods. The CT image intensity is 
referred to as Hounsfield Units (HU) [39, 41]. 
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Figure 21: Computed Tomography Scanner 
[https://en.wikipedia.org/wiki/Operation_of_computed_to

mography].  

In X-ray Radiography, Image generation involves 
the following interaction [40], 

I. Compton scattering: It has a 
deleterious or bad impact on the image 
quality-scattering of incident 
electromagnetic radiation, i.e., X-ray 
by the outermost electrons of the 
atoms. Depends on Electronic density, 
i.e., the atomic number and varies 
slowly with X-ray energy. 

II. Photoelectric absorption: It has a 
positive impact on image quality-
preferential absorption of incident 
radiation at k-edge energies leading to 
the ejection of electrons which are 
subsequently absorbed. Depends 
strongly on atomic number and 
diminishes with an increase in photon 
energy. 

III. Rayleigh Scattering and Pair 
production do not contribute to image 
formation significantly in the 
diagnostic X-ray energy range. 

4.1.2. Physics of magnetic resonance imaging 

The following diagram shows the block diagram and 
Hardware Configuration of the Magnetic Resonance 
Imaging (MRI) Scanner. The MRI Scanner 
configuration is a combination of some hardware 
instrumentations of Magnet, Coils: Gradient-coils, 
RF coils, Electronics for receiving and transmitting, 
and Imaging Console, which are diagrammatically 
represented as follows [42, 43]. 

 

 

Figure 22: Super Conduct Magnet Design 
[https://mriquestions.com/superconductive-design.html]. 

Fig.  21 and Fig. 22 describe some superficial 
descriptions of MRI scanners. A magnet looks like a 
cylindrical Super Conducting Magnet. Niobium-
Titanium wire immersed in liquid helium held at 4 
Kelvin, superconducting at 9 kelvins. Helium is 
inside a cryostat, encompassed by liquid nitrogen 
and vacuum. Field strength can vary from 0.5 Tesla 
to 3.0 Tesla with research systems operating at 9 
Tesla. Very high current is on all the time after 
energizing once at installation. Active and passive 
shimming and active and passive shielding are done 
[44].    

Inside of the magnet bore gradient coils are fitted. 
There are 3-gradient coils. All are orthogonal to each 
other in the directions of physical axes X, Y and Z 
directions. At any cost orthogonal gradient coils 
never change their direction in magnetic field, they 
add an X, Y, and Z dependence on the magnetic field 
strength with the static field direction being along 
the Z-direction. X and Y dependency are produced 
by saddle coils and Z-gradient is done using two 
opposing coils wound around the circumference of 
the cylindrical bore [45].   

Gradient Amplitude is limited by the current in the 
coils 100-200 Amperes which is a very high current. 
So, the maximum gradient amplitude is 1-6 
Gauss/cm or 10-60mT/m. Switching times are of the 
order of 0.1 to 1ms. But the slew rate is the 
maximum rate of change of the gradient value 
mT/m/ms. Eddy currents can be induced in the 



 Journal of Theoretical and Applied Information Technology 
31st March 2025. Vol.103. No.6 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
2547 

 

metallic components of the magnet housing-
distorting the gradient fields [47]. 

There are some limitations due to Gradient coils. 
Such as, Self-inductance of the gradient coil 
prevents rapid switching of the gradients. Coils can 
be made smaller, leading to reduced Field of view. 
Eddy currents can be induced in patients causing 
peripheral nerve stimulation. The limit is 40T/s 
beyond which the risk of peripheral nerve 
stimulation is not negligible [46]. 

Radio Frequency (RF) Coils induce the spin 
precession as well as measure the currents induced 
by the spins. Volume coils and surface coils are also 
used. Volume coils surround the patient and Surface 
coils are placed nearby of the patient's surface or on 
it. Arrays of surface coils are used to improve 
sensitivity [49]. The body coil is referred to as a 
birdcage resonator. Head coil-birdcage, saddle coil, 
or Alderman-Grant coil designed to fit the human 
head. Specialty volume coils like knee, neck, and 
small extremity coils are also available. Body coils 
are just inside gradient coil is used to transmit and 
another coil near the volume of interest is used to 
receive the signal transmission and reception require 
very different current amplitudes in the coil [46]. 

There is typically a scanning console called a 
diagnostic device. The console interfaced with the 
MR hardware is used to select imaging planes, and 
set ECG gating, and respiratory gating. The data 
acquired is passed to a reconstruction engine-array 
processor which reconstructs about 10-50 images 
per second [47]. 

MRI data acquisition 

1. Slice selection gradient 

Given a fixed B0 field, the Larmor Precession 
Frequency is the same throughout the sample. The 
signal obtained from the induced EMP cannot be 
localized, i.e., X, Y, and Z positions cannot be 
estimated. The first step is to isolate the cross-section 
by applying gradient fields. We know the Gradient 
along the Z-axis. So, let's consider the application of 
a slice selection gradient (0, 0, G) yields a Larmor 
frequency that is a function of Z, i.e., 𝑉(𝑍) =

𝛾(𝐵 +  𝐺௭ × 𝑍). Application of RF excitation at a 
specific frequency would excite a thin section of the 
sample. The section or slice would correspond to all 
points whose Z position has the specific field-

dependent Larmor frequency.  Given a position-
dependent magnetic field strength, we can now 
excite the spins in a 'slab' of the sample using an 
appropriate RF pulse. For the same RF frequency 
range, we will gate thicker or thinner slabs based on 
the strength of the gradient. A strong gradient will 
lead to the selection of a thicker slice for the same 
range of RF frequencies [48]. So Mathematical 
model of the RF waveform of the signal is  𝑆(𝛾) =

𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒(𝐴) × 𝑟𝑒𝑐𝑡(𝛾 − 𝛾ᇱ)/∆𝛾. 

2. Frequency encoding 

The signal received is the integration or summation 
of signals from the excited slice. No x, y information 
is present in the signal. Spatially encoding MR 
signals within the image plane is called Frequency 
encoding. The gradient is turned on during FID. The 
direction of the frequency encoding gradient is 
called the readout direction. The readout direction is 
orthogonal to the slice selection gradient. Typically, 
the readout direction is the X-axis with the Z-axis 
along the length of the sample, i.e., patient. 

3. Phase encoding 

If frequency encoding is used for readout along the 
'u' direction then phase encoding is for readout along 
the 'v' direction. Slice selective RF pulse is applied 
followed by a refocusing gradient. The y-gradient 
pulse with strength Gy is applied and duration Tp 
achieves phase encoding. A readout direction 
gradient is applied while acquiring data. The pulse 
sequence is repeated to cover the entire k-space 
trajectory.  

4. Image reconstruction 

Data acquired from 2D MR imaging pulse sequences 
can be interpreted as scans of Fourier Space. Taking 
the inverse Fourier transform of the signal will yield 
the image. Fourier space is sampled, so a 2D 
Discrete Fourier Transform algorithm is required for 
reconstruction. Interpretation of images is not 
straightforward as the meaning of the quantity being 
reconstructed cannot be explained like in CT or 
radionuclide imaging. Contrast in images depends 
on the imaging parameters, like the time to echo and 
pulse repetition time [50]. 
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4.1.3: Physics of Ultra Sound (US) Imaging 

Figure 23: Basic Ultrasound System. 

A basic Ultrasound system consists of a piezoelectric 
transducer and associated circuitry. The transducer is 
the most important part of the system. A transducer 
consisting of the piezoelectric crystal with an 
electrical signal lead to a mechanical pulse that 
travels through tissue. The longitudinal pulses reflect 
off mechanical inhomogeneities, i.e., boundaries 
between different acoustic properties. The echo time 
is 2z/c. Here speed 'c' is 1500 m/s. The reflected 
signal indicates a boundary at depth tc/2. The lateral 
extent varies with depth, i.e. the ultrasound beam 
spreads out as depth increases. Since the transducer 
is a piezoelectric crystal, that crystal produces US 
waves when an electric field is applied. The electric 
field causes strain that leads to a US wave [51]. They 
induce electric potential due to strain or mechanical 
displacement. Lead Zirconate titans or PZT is the 
piezoelectric crystal characterized by transmitting 
constant 'd' and receiving constant 'g'. The electric 
signal is usually an impulse applied for a short 
duration of time leading to the production of US 
waves. The propagation of US waves results in 
compression and relaxation of small volumes of 
tissue which results in pressure change at that 
location. Propagation of the US can be described in 
terms of a spatially and temporally varying pressure 
function. Traditionally, it is described in terms of 
displacement and velocity of the particles in the 
medium of propagation. 

The transducer transmits and receives ultrasound 
energy. In ultrasound imaging, the ultrasonic waves 
are reflected and scattered by anatomic structures. 
The reflected and scattered waves are measured to 
obtain the image. The reflection and scattering vary 
between tissues providing contrast [61]. There is no 
reconstruction but rather localization of ultrasound 
to a limited volume. 2D imaging is done by focusing 
and steering the US beam. US frequency range is 
above 20KHZ, right above the threshold of human 
hearing. Medical US is between 1-10 MHZ. US 

propagation is the sound propagation [52]. The most 
common applications are as follows 

 Echocardiography: This imaging system 
generally uses sound waves to create a live 
picture of the heart. It shows blood flows in 
the heart and heart valves. Doppler imaging 
helps to measure velocities, for instance, 
blood flow. Because of its non-ionizing and 
non-invasive nature, this imaging system is 
widely used in Obstetrics. 

 Fetal Ultrasound or Utero Imaging: This 
US imaging system is generally used to 
check a baby's heart during pregnancy. It 
provides real-time heart imaging of an 
unborn baby without surgery or X-rays. 

 Real-time imaging systems can be used in 
image-guided surgery. 

There are different modes of scanning ultrasound 
mechanical scanners. An A-mode scan is done by 
recording the echoes or reflected pulses as a function 
of time along the Z-direction. 2D and 3D mode scans 
are obtained by moving the 'beam' in X and Y 
directions [60]. This can be done mechanically or 
electronically “steered”. By putting together all the 
line scans in the form of a Grayscale matrix one can 
get the B-scan or image. Image pixel values 
indicated reflectivity in the body denoted by R (x, y, 
z). Surface reflections are from the interface of 2 
materials determined by acoustic impedance 𝑍 =

𝜌𝑐, where ρ is the density of material in (kg/m3) and 
c is the velocity of acoustic waves(m/s). Acoustic 

Ohm’s law Z=



, where P is the pressure (1Pa=N/m2= 

=kg/ms2) and V is the particle velocity. Here particle 
refers to the microscopic particles of the medium i.e., 
tissue in medical US [53].  

The reflectivity from an interface can be defined as 

R=
మିభ

ଶ×బ
 where z2, z1, and z0 are impedance and the 

average impedance 𝑍 =
మା భ

ଶ
. Reflections provide 

only a small signal i.e. the SNR is low. 

 4.1.4 Physics of radionuclide imaging 

Nuclear medicine is referred to as Nuclide imaging. 
In this imaging system, a radioactive substance like 
γ-rays is introduced into the body. Time is allowed 
for the distribution and metabolism or uptake of the 
radioactive compound. This is called functional 
imaging [55]. Variation in concentration of the 
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compound depends on the presence or absence of 
physiologic function. 

In nuclear medicine, a tracer molecule is 
administered to the patient usually by intravenous 
injection.   A tracer is a molecule carrying an 
unstable isotope radionuclide. These isotopes emit 
gamma radiation, i.e., high energy photons while at 
the same being metabolized by the human body. The 
gamma radiation emitted is proportional to the 
concentration of the tracer, as the tracer is a function 
of position and time. This means that we can do 
functional imaging with radionuclide imaging [57]. 

Radioactive decay is the rearrangement of nuclei to 
lower energy states which corresponds to a greater 
mass defect. The parent atom decays to a daughter 
atom which has higher binding energy/nucleon. A 
radioactive atom is said to decay when its nucleus is 
rearranged. A disintegration is a radioactive atom 
undergoing radioactive decay, accompanied by the 
release of energy [62]. 

A proton is transformed into a neutron and a positron 
(anti-electron). The mass number A does not change, 
the proton number or atomic number Z reduces. 
Positron combines with electrons and annihilates 
resulting in the release of two 511 keV photons that 
are used for medical imaging, Positron Emission 
Tomography. For example, Fluorine-F9

18 
→O8

18→Ve + e+→ Beta plus decay [56]. 

A radionuclide loses energy by emitting gamma rays 
and in the context of diagnostic imaging, is of range 
from 60 keV to 600 keV, which is the same as range 
of X-rays. For example, Dy66

152→ Dy66
152 + gamma 

rays. This is called gamma photon, which is used in 
Single Photon Emission Computer Tomography 
(SPECT). Positron-emitting tomography (PET) is 
another modality of radionuclide imaging system. 
The emitted positron travels several mm in tissue 
before it combines with an electron and emits two 
gamma photons (511 keV). These two gamma 

photons travel opposite from the point of emission 
with two anger cameras 180 degrees apart. Both 
these photons can be recorded simultaneously. A set 
of detections in the two cameras are considered true 
detection if they fall within a time window (2-20 ns). 
This is called annihilation coincidence detection 
(ACD). Coincidence detection means that the 
annihilation event occurred along the line joining the 
two detecting pixels. The heads are rotated to collect 
the data at different angles for tomographic 
reconstruction [54]. 

Data acquisition 

Detection is accomplished by photomultiplier 
tubes/photodiodes coupled to a scintillator-anger 
camera or gamma camera. Scintillator crystal 
absorbs high energy gamma rays by photoelectric 
absorption. The electrons resulting from 
photoelectric emission travel through the crystal 
interacting with multiple electrons and releasing the 
energy in the form of light photons. A large crystal 
connected to multiple PMTs measures the signal [58, 
59]. 

5. PERFORMANCE COMPARISON OF 
EXISTING DIFFERENT NETWORK 
MODELS  

Pictures with PSNR values between 40 and 45 dB 
are easier for the human eye to perceive. Table 2 
presents the performances of various neural network 
models. The table displays the performance in terms 
of PSNR values in dB for the output results of 
various network models. Primary sources provide all 
the data. The two most common data sets used as 
benchmarks for high-resolution natural images are 
set1 [64] and set2 [65]. To compare the PSNR values 
of various results from different existing models, we 
are only using 4 of the 15 images in Dataset 2, while 
Dataset 1 contains 4 images. Below, you will find the 
dataset figures. 
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 Figure 24: Row-1 contains images of Datset1and Row-2 contains images of Dataset2[64, 65]. 

 

 

 

 

Table 2: PSNR value comparisons of existing different models 

 

The results of various deep learning models using 
neural networks are displayed in the table above. 
Each image receives a PSNR value as input, and we 
express the output as a numerical value. By 
averaging the PSNR values of all processed images, 

we can determine how well a given model performs. 
We calculated the PSNR values using a scaling 
factor of 4, and all models exhausted it. Adding a 
plus sign to a model's name indicates that it has self-
accumulation capabilities [64, 65]. 

Graphical Representation of Reviewed Model PSNR values:  



 Journal of Theoretical and Applied Information Technology 
31st March 2025. Vol.103. No.6 

©   Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
2551 

 

 

Figure 25: PSNR values Comparisons among different Existing Models using Bar Chart. 

 6. DISCUSSION  

Deep learning applications play a crucial role in 
medical image processing, advancing research and 
development for various tasks such as image 
classification, edge detection, and segmentation [66, 
67]. Deep learning is nothing but that cascade of 
nonlinear transformations. It is essentially a process 

of learning from beginning to end. Generally, this 
learning is called deep learning because we want to 
extract more and more information from the input 
data. This information may be low-level 
information, mid-level information, or high-level 
information. We can represent deep learning as a 
cascade of nonlinear transformations. 

Figure 26: Hierarchical Representation of Deep Learning Model. 
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When working with images as an input, we can 
classify their pixel values and edges as low-level 
features; texture and motif are examples of mid-level 
features; and object parts and objects themselves are 
examples of high-level features, i.e., 

 𝑃𝑖𝑥𝑒𝑙 → 𝐸𝑑𝑔𝑒 → 𝑇𝑒𝑥𝑡𝑢𝑟𝑒 → 𝑀𝑜𝑡𝑖𝑓 → 𝑃𝑎𝑟𝑡 →

𝑂𝑏𝑗𝑒𝑐𝑡.   

So, if the input is text, we can classify words and 
characters as low-level information, word groups 
and clauses as mid-level features, and sentences and 
stories as high-level information in the context of 
text recognition., i.e., 

 𝐶ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟 →  𝑊𝑜𝑟𝑑 →  𝑊𝑜𝑟𝑑 − 𝐺𝑟𝑜𝑢𝑝 →

 𝐶𝑙𝑎𝑢𝑠𝑒 →  𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 →  𝑆𝑡𝑜𝑟𝑦.   

So, in hierarchical representation, each deep learning 
module mimics the brain's cortex by elevating its 
input representation to a higher level.  

Deep learning techniques are finding more and more 
applications in medical imaging, particularly in the 
realm of high-resolution image reconstruction. After 
coming up with potential uses, medical image 
analysis researchers create an architecture that 
allows for improved performance boosts and offers 
a user-friendly model for analysis and research [68]. 

There are two major obstacles in the area of medical 
image analysis. The first is that there aren't any 
restrictions on specific images, and the second is that 
there aren't any high-quality references. As a result, 
obtaining high-resolution ground truth images for 
clinical imaging is a challenging task. In this brief 
summary, we have covered various methods to 
vaccinate specific priors and some limitations on 
data augmentation [69]. 

We have utilized 1D Wavelet Transform [86] for 
high-resolution image restoration or reformation, 
except for the machine learning technique. We 
would like to know what sets our study apart from 
others that have been published. 

6.1 Answers to Research Questions 

After a rigorous review of inclusion articles 
information was extracted and found that they can 
explain and clarify the answers to research 
questions. 

“Q1: In medical imaging and image processing, 
what are the various modalities? Section 3 of this 

article acknowledges the various medical image 
analysis methods and procedures for identifying and 
diagnosing diseases. Many medical conditions, 
including those affecting the lungs, heart, brain, and 
cardiovascular systems, can be better diagnosed with 
the use of magnetic resonance imaging (MRI). Many 
medical conditions, including those affecting the 
bones, lungs, and liver, can be better diagnosed with 
the use of CT scans. Imaging techniques used in the 
US, like echocardiography, fetal ultrasound, ureter 
imaging, and image-guided surgery (which uses 
real-time imaging systems), can be used to diagnose 
several diseases. A number of diseases, including 
pneumonia, breast cancer, and osteoarthritis, are 
being diagnosed using the X-ray imaging modality. 
Several skin diseases and Alzheimer's disease are 
now being diagnosed using the PET imaging 
modality [70]. 

“Q2: Why medical image processing and analysis?” 
According to the systematic review of included 
articles, the main goal of medical image processing 
and analysis is to help patients find diseases early 
and get better by processing and analyzing medical 
images of different parts of the body. 

“Q3: Which medical image processing technique is 
suitable for high-resolution image reconstruction 
and disease diagnostic system?” We found that 
filtering techniques work better for precise edge or 
border ROI recognition throughout the inclusion 
article analysis. To eliminate noise, one can use a 
median or low-pass filter; to maintain the borders of 
the ROI, one can use edge detection and contrast 
enhancement techniques. Additionally, histogram 
equalization and matching can be employed for color 
normalization, which enhances contrast. 
Additionally, it was noted that different types of 
transforms were utilized to extract significant 
features. It is possible to find conditions in domains 
other than space using tools like Wavelet and Fourier 
transform. Image segmentation is a critical step in 
the disease diagnostic process, particularly when 
working with medical images due to the increased 
information content and the fact that the borders or 
edges of ROI contain important details for accurate 
disease identification and diagnosis. Whether you're 
working with a single image, a set of images, or more 
complex (Otsu) image criteria, the gray-level 
segmentation technique is the simplest and most 
effective method. Active contour detection and 
modifications, such as Snake, are used in the 
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majority of human illness diagnostic processes. The 
segmentation process has made use of a number of 
different clustering techniques. In order to segment 
the ROI K-mean, for instance, fuzzy C-means are 
employed. 

“Q4: Which High-resolution image reconstruction 
method has been implemented and adopted?” We 
saw that many neural network models, like SRCNN, 
VDSN, DRCN, ESPCN, EDSR, FSRCNN, 
LapSRN, SRGAN, SRDensenet, RDN, and many 
more, have been used to reconstruct high-resolution 
images from low-resolution images. These models 
of generative adversarial networks (GANs) and 
convolutional neural networks (CNNs) can release 
PSNR values on specific constraints that are visible 
to the human eye. In an effort to improve human 
visualization, we set out to build a new high-
resolution model. 

“Q5: Has the developed method produced good 
results?”  In the reference methods, the high-
resolution images were produced by the system that 
was already developed in the inclusion articles, with 
average PSNR values ranging from 27 dB to 38 dB. 
The PSNR values of medical images, however, range 
from 35 dB to 45 dB, which allows for better human 
visualization. That being said, our developed 
algorithm, Algebraic Mean Compression (AMC), is 
a modified compression technique. It demonstrates 
superior performance in the enhancement of high-
resolution images relative to current CNN models. It 
has achieved 90% accuracy, pertaining to PSNR, 
MSE, and SSIM. 

6.2 Data Scarcity 

 During the time of data paucity, there is a need for 
data augmentation for an increasing number of 
datasets. Generally, data augmentation comprises 
scaling, translation, rotation, flipping, changing 
brightness, adding noises, contrasting images, 
modifying colors, gamma-transformations, and 
many more. 

Except above operations, researchers are using deep 
learning techniques for data augmentation to 
increase the dataset. The transfer learning of Zhang 
et al. [71] is used to increase the dataset also. His 
proposed method SIFT (Scale Invariant Feature 
Transform) is used to extract features over available 
medical images match the extracted features with 

available features of medical images and add the 
matching sub-regions to avoid dataset scarcity. 

The “Smart augmentation” model of Lamely et al. 
[72] also helps to fulfil the data scarcity of the data 
set by employing a network. The network will 
generate another new image based on matching 
features of at least two images of the training dataset. 
We know images are classified based on different 
parameters and several networks have been trained 
such that they have synthesized differently to form a 
new image. So, Shin et al. put headfirst the use of 
GAN to synthesize medical images in the 
segmentation process [73]. 

Cubuk et al. proposed a method, that will perform 
data augment automatically [74]. In the proposed 
method they used 5 sub-polices. To predict 5 sub-
polices they used a controller. The controller is 
nothing but a recurrent neural network and the sub-
polices are achieving data augmentation by 
performing either translation or rotation operation. 
Every neuron activity consists of a set of sub-
activities that are pigeonholed by two parameters 
such as probability and magnitude. Probability has a 
role in applying sub-polices and magnitude has a 
role in using the sub-polices. And the controller is 
trained in such that, it will choose sub-polices for a 
particular database based upon reward signals. The 
sub-model has been trained with data augmentation 
through the carefully chosen sub-police. Readers are 
advised to see detailed implementations [74, 75]. 

Data augmentation is a special tool, specifically 
suitable for small datasets. It is notable that in the 
case of medical imaging and its application, the data 
augmentation should be strictly consistent because, 
in the case of tumor analysis, the color of tissue has 
a vital role in distinguishing between disease-
affected tissue and disease-free tissue, but due to 
data augmentation the color may degrade the 
performances of test approach.  

6.3 Adding Prior 

In the cases of medical images dataset, natural 
images dataset, and IHS images dataset need priors 
to improve the performances of high-resolution 
techniques. Liang et al. introduced a feature 
extraction layer before the integration of gradient, by 
keeping the parameters fixed [76]. In the meantime, 
outstanding investigations done in [67], can also be 
observed as handcrafted prior information. Although 
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we know that there is a drawback of this prior, there 
is the use of hyper-parameters which is vital but need 
to be chosen empirically for each dataset sample. 

The denoising network method of Lehtinen et al. 
[77] is trained with only the denoising of noisy 
images, i.e., no images of the dataset are clean 
images. So, in the training process, both input 
images and output images are noisy, i.e., output 
noisy images are clean images with different noise 
ratios. A noisy image is sufficient for denoising 
tasks, during the time of processing stage. But one 
important thing is that the author has assumed here, 
that the average value of noise is zero. In this point 
of view, the author has explained here that, if the 
average noise is zero, then the average of a set of 
noisy images is a noise-free or denoised image. 
However, the demerit here is that since the network 
has been trained with stochastic gradient descent 
methods, it leads to an inaccurate optimization 
direction. So, the author has taken the average 
gradient point for the correct optimization direction. 

7. FUTURE CHALLENGES IN HIGH-
RESOLUTION IMAGE 
RECONSTRUCTION 

In the aforementioned sections, we reviewed 
existing methods of super-resolution or high-
resolution image reconstruction, which have been 
frequently used. In this section, we exemplify some 
future challenges or advanced technical issues that 
are treated as crucial open challenge problems in the 
area of super-resolution or high resolution.  

7.1 High Resolution Given Registration Error 

Registration is one of the most important steps to 
perform the image reconstruction successfully. 
Therefore, there is a need for a correct registration 
scheme based upon a robust motion model of 
multiple object motion, transparency occlusion, etc. 
[78].    

However, we are not ensuring the correctness of the 
registration algorithm of the SR image 
reconstruction method, we shall not certify the 
performance of the registration algorithm in certain 
domains. So, an error that occurred due to 
inappropriate registration would be considered 
during the reconstruction process. Although most of 
the super-resolution reconstruction algorithms 
implicitly considered registration error as white 

Gaussian noise, still most sophisticated models need 
this error for their performance analysis. 

Bose et al. [79] proposed the total least square 
method to minimize the error generated by 
inaccurate registration. In this method they have 
shown the error generated due to inaccurate 
registration is represented as system matrix Wk. And 
this will help to improve solution accuracy when an 
error occurs not only during the recording process 
but also in the measurement matrix.  

Lim et al. [80] approached the adoptive 
regularization method to minimize the effect of 
errors that occurred due to inaccurate registration. 
The basic idea of this method is that the low-
resolution (LR) image having more registration error 
should be less subsidized to the reconstruction of 
high-resolution images than the reliable low-
resolution images. For this, they extended their work 
based on a set-theoretic approach. In this approach, 
they proposed a regularization function that works 
on data consistency terms. So, the minimization 
function is defined as  

∑ 𝜆 (𝑥)   ∥ 𝑦 −  𝑊𝑥 ∥ଶ +∥ 𝐶௫  ∥ଶ  
ୀଵ ( 15)             

Where, 

𝜆 (𝑥) = Is the regularization function  

𝑦  = Is the Low-resolution image  

𝑊 = Is the System Matrix 

𝐶௫  = Is the Smoothness matrix or high    pass filter 

 ∥ . . ∥ଶ = Is the L2-norm 

But subject to constraint  

  𝜆 (𝑥) ∝ 
ଵ

∥௬ೖି ௐೖ௫∥మ  

  𝜆 (𝑥)  ∝  ∥ 𝐶௫  ∥ଶ                          

   𝜆 (𝑥)  >0 

  Note:                                    
𝛌𝐤 (𝐱) 𝐜𝐨𝐧𝐬𝐢𝐝𝐞𝐫𝐬 𝐭𝐡𝐞 𝐢𝐧𝐟𝐥𝐮𝐞𝐧𝐜𝐞 𝐨𝐟 𝐭𝐡𝐞 𝐜𝐫𝐨𝐬𝐬 −

𝐜𝐡𝐚𝐧𝐧𝐞𝐥 

7.2 Given Blind High-resolution Image 
Reconstruction 

In most algorithms of high-resolution image 
reconstruction, the blurring process is accepted to be 
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known. Whereas in many practical situations, 
generally blurring processes are unknown or only 
known through the set of parameters. So, it is need 
to integrate the identification of blur during the 
reconstruction of high-resolution images. 

In this problem, we may follow the procedures of 
Nguyen et al.[81] proposed parametric technique for 
blur identification and regularization process, which 
is based on generalized cross-validation (GCV) and 
Gaussian quadrature theory. For the minimization of 
these unknown blurring parameters, they used a 
solution of multivariate nonlinear minimization 
problem statement. 

7.3 Identification of Computationally Competent 
SR Algorithms 

To reduce the computational cost, it is very 
important to develop an efficient or competent SR 
algorithm, in such that it will be suitable for 
application in practical situations.  However, there is 
indeed a need for a large computational load for the 
implementation of the inverse procedure in a super-
resolution (SR) algorithm. As per earlier discussion, 
the interpolation-based approach and adaptive 
filtering approach are more suitable for real-time 
applications. But another issue is found in [82, 83] 
effort concerning. 

Nguyen et al. [82] to solve the issues of the 
Tikhonov-regularized SR algorithm, introduced a 
technique "circulant block preconditioners" for the 
acceleration of the conjugate gradient (CG) method. 
This preconditioner technique helps to transform of 
original system into another system in such that 
rapid conversion will be possible without changing 
solutions.  The main goal for the derivation of 
preconditioners is that since the convergence rate of 
conjugate gradient depends upon the distribution of 
eigenvalues of system matrix  𝑊, it makes the 
convergence rate slow. So, to make faster 
convergence of low-resolution channels they 
introduced a preconditioned system with eigenvalue 
clustering is done. 

In developing the method of the SR algorithm, 
authors Elad and Hel-Or [83] have proposed the 
separation procedure of fusion and deblurring. To 
reduce computational complexity, they have 
assumed noises or blurs are space invariant and that 
will be the same for all experimental images. The 
geometric deviations among measured images are 

pure transformations, and the additive noise is white 
Gaussian noise. Even though this fusion SR 
algorithm is limited in assumption, still then it is still 
iterative and simple. But it preserves its optimality in 
the sense of machine learning.  

8. CONCLUSIONS AND FUTURE WORK 

This extensive review covered advancements in 
medical image analysis, various modalities of 
medical imaging acquisition and their respective 
applications, and state-of-the-art deep learning 
techniques for high-resolution natural images. In CT, 
deep learning is often used for image processing 
tasks like segmentation, edge detection, 
classification, Image compression and object 
detection. It can also be used to evaluate the stage of 
a disease and its treatment, remove noise and 
artifacts, and do other similar things. On the other 
hand, deep learning techniques are often used in 
Positron Emission Tomography (PET) imaging to do 
things like remove noise, sort images into groups, 
predict how well a treatment will work, and estimate 
newborn Tetralogy of Fallot (TOF). 

Depending on the dimensionality of the images, 
deep learning schemes can be categorized based on 
whether they use 2D or 3D input readings for 
medical image data. When dealing with 2D natural 
image datasets, 2D convolutional neural network 
(CNN) deep learning typically proves to be the 
optimal choice. 2D convolutional neural networks 
(CNNs) might not be the best choice for analyzing 
certain medical images, such as 3D volumetric 
images from CT and PET scans. Compared to 2D 
CNN, 3D CNN DL methods require more data and 
are more complicated. Preservers for 3D 
convolutional neural networks allow for the 
preservation of both local and global spatial data. 
Researchers in the fields of biomedicine and medical 
imaging may find this survey encouraging for their 
future work. We anticipate the DL technique to 
become standard technology in the field of medical 
imaging systems in the near future. Therefore, we 
anticipate the imminent development of the NEW 
DL method: 1. “Compression Engine: A 
Compression Software” and 2. “A Modified 
Framework for Reversible Digital Image 
Watermarking” which are enable the recovery of 
high-resolution images from low-resolution ones. In 
this regard, we have started work on image 
compression and image watermarking techniques 
[03, 28]. Future research may develop medical 
image analysis techniques for security purposes [85]. 
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