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ABSTRACT 
 

The Hadoop framework's adoption is on the rise. We try to improve Hadoop's performance by incorporating 
a more sophisticated framework into the MapReduce paradigm, all while keeping the native Hadoop 
Framework's characteristics intact. The improved Hadoop framework sorts a large collection of microblogs 
according to the amount of attention they received from the social media site during a certain period 't'. There 
is a 3% decrease in the execution time of microblogs that have attained the attention level compared to those 
that have not. By distributing the load evenly, the EHF speeds up the processing of microblogs that have 
garnered a lot of interest. Global social media users may dynamically develop insoluble information. Social 
media networks employ big data to manage their massive data. Hadoop-based cloud platform provides large 
data fault tolerance and dependability. The foundation of big data analytics is Hadoop. The main drawback 
of Hadoop is processing massive configuration metrics. This paper proposes the Hybrid Hadoop Framework 
to improve big data processing by balancing workload, response time, network bandwidth, and hot topic 
detection for microblogs using cloud-based Apache Spark. To accurately find hot topics in large datasets, we 
purposely build MapReduce tasks. Experimental findings show that the suggested system is more accurate 
than comparable systems. 

Keywords: Hadoop Framework, Social Media, Mapreduce, Big Data Analytics, Apache Spark, Cloud, 
Workload, Response Time, Network Bandwidth, Hot Topic Detection 
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1. INTRODUCTION  
 

A comparative analysis of large data 
processing efficiency across various software and 
hardware platforms is crucial for high-performance 
computing, aimed at minimizing the load on current 
machines and informing future platform acquisition 
strategies. Fourteen prominent marketing SAS 
campaigns from a Kazakhstani bank were chosen as 
study samples. This decision facilitates a more 
accurate evaluation of computer systems' 
capabilities. Furthermore, using specialist tools, we 
examined the attributes of the investigated systems 
of massively parallel architectures, including 
Greenplum, Netezza, Exadata, and Oracle systems. 
Big data can address almost all critical functions of 
banks, including client acquisition, enhancing 
service quality, evaluating loans, and preventing 
fraud, among others. Big data technologies assist 
banks in fulfilling financial regulators' obligations by 
enhancing the speed and quality of reporting and 
fostering in-depth research. The data gathered inside 
the companies is inherently unstructured. 
Unstructured information is the most rapidly 
expanding kind of data produced today. Experts 
believe that 80-90% of organizational data is 
unstructured. The big data paradigm facilitates the 
resolution of unstructured data processing 
challenges. Valuable information is obtained by 
superimposing the raw data with a framework. This 
approach enables the interpretation of unstructured 
data. Hadoop and other systems are used to provide 
structure using key-value pairs in the absence of 
inherent organization. HDFS (Hadoop Distributed 
File System) is a self-repairing, distributed file 
system that offers dependable, scalable, and fault-
tolerant data storage on hardware.  It operates in 
conjunction with MapReduce by allocating storage 
and processing over extensive clusters to 
amalgamate storage resources that may expand 
according to demands and queries. HDFS 
accommodates data in many formats, including text, 
photos, and videos. HDFS utilizes a Master/Slave 
design, with the name node and secondary name 
node operating on the master node, while Data nodes 
function on each slave node. The NameNode retains 
and oversees metadata about the file system. This 
information is stored in main memory to provide 
expedited access for clients during read/write 
operations. The NameNode oversees the 
segmentation of files into blocks and designates the 
slave node responsible for storing these blocks. Data 
nodes are the principal storage components of HDFS 
that retain data blocks and fulfill read/write requests 
for files stored inside HDFS. The Secondary 

NameNode regularly accesses the file system and 
records the modifications. MapReduce is a 
programming methodology and software framework 
used in Hadoop for developing applications that 
process and analyze large information concurrently. 
The JobTracker Service operates on the master node 
and supervises the TaskTracker service on the slave 
nodes. It obtains input from the user and thereafter 
inquires the NameNode for the precise placement of 
the data inside the HDFS. The JobTracker identifies 
the Task Tracker on slave nodes and submits the 
jobs. The TaskTracker transmits a heartbeat message 
to the JobTracker as a form of acknowledgment. The 
TaskTracker receives tasks from the JobTracker and 
performs the MapReduce processes. Each 
TaskTracker has a limited quantity of task slots. The 
JobTracker is responsible for assigning the correct 
amount of jobs to the TaskTracker. 

 
Figure 1: Hadoop Daemons 

The HDFS is tailored on the MapReduce 
paradigm to accommodate big files shown in Figure 
1. HDFS divides the large files over numerous 
partitions and distributes them among hundreds of 
nodes. To control the partitions, the HDFS central 
stores the metadata—index information. The 
fundamental HDFS data piece is these partitions, 
whose size is 64MB [2]. The overall processing time 
is dominated by the data movement time in HDFS. 
Furthermore, included in the MapReduce Model is 
the need for a TaskTracker to wait for a new task 
before starting one. The master node should let the 
slave node know about the necessary chores and data 
placement. Integration of technology is driving the 
need for BD to get bigger and more expanding 
[1,2,3,4, 5]. This is mostly resulting from the 
development of industry and more intelligent 
operating systems. It is used in all the 
communication variations of learning techniques [6], 
intelligent approaches [7], cyber-physical 
infrastructures [8-14], new V2G technology systems, 
photovoltaic interactions, renewable energy 
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integration, etc. Moreover, BD is rather important for 
all the information-driven companies and sectors to 
have that technological competitive advantage. For 
instance, Cisco Systems has presented a projection 
about internet data traffic reaching 4.8 zeta-bytes 
yearly [15]. For current IT security firms, however, 
the volume of created data as well as its great speed 
and adaptability in variety have presented some 
difficulties. Furthermore, a roadblock towards 
technological interactions has been the shift from 
traditional data collecting to BD, VMs, and cloud 
infrastructure [16]. Even open-source developers 
like Hadoop are struggling to cover BD's security 
flaws, which are ultimately prone and susceptible to 
bad actors, hackers, and cybercriminals [17]. 

The main contributions of the paper 

 The Twitter dataset is used to categorize buzz 
and non-buzz using big data analytics. 

 The MapReduce approach is used to optimize 
workload distribution, and task allocation, and 
enhance data transmission rates. 

 A Hybrid Hadoop Algorithm has been created 
to differentiate between buzz and non-buzz 
components inside the Hadoop cluster in the 
HDFS system. 

 The execution time, total process execution 
duration, and Hadoop cluster creation are 
assessed in the performance assessment, 
demonstrating that the suggested technique 
performs well across all parameters. 
 

2. RELATED WORK  
 

The authors of [18] address cyber forensics 
and provide a Hadoop analytical framework to 
prevent polyn time complexity and increase an 
accuracy and detection ratio. Introduced as a 
distributed file system based on Hadoop. The 
restriction of the effort was to evaluate the model in 
a more dynamic test situation. For cyber security 
management, the authors of [19] suggested a cloud 
computing architecture with a data storage and job 
scheduling module. Additionally included in the 
suggested architecture are end-user devices and a 
monitoring center. The restriction of the work is its 
use towards scalability and different purposes. 
Towards the incident response process in BD 
systems, the authors of [20] suggested a blockchain 
technology-driven solution. The restriction of this 
work is its confirmation of the optimum 
parametrization of the method and the suggested 
solution for many attack situations. The 
cybersecurity possibilities in smart grids, smart 
cities, and possibly related solutions are covered by 

the writers of [21]. They also visit IoT technologies 
and the blockchain and their participation in these 
systems. The approach does not concentrate on a 
specific solution that would handle BD systems' 
associated cybersecurity issues. The study in [22] 
suggests a fresh approach based on the attack 
likelihood score to identify BD system cyber-attacks. 
Data-flow sacks help the probability score to be 
executed more quickly. The restriction of the work is 
an architecture based on this scoring system as the 
suggested scheme is built on a virtual software-based 
cluster. The weaknesses in the Apache Hadoop 
architecture are covered by the writers of [23]. There 
are several instances of work tackling BD and 
security concerns of computers seen in the literature. 
Work addressing the combination of BDC security 
was lacking, nevertheless. This was a novel path 
unexplored and may provide directions of answers if 
gaps were identified along with tests as researchers 
were looking for methods of addressing security 
concerns utilizing BD technology. [24-26] 

3. PROPOSED WORK  
 

Hadoop provides computing applications to 
become highly scalable distributed environments. 
The developer focuses on the dataset and its logic 
only and no need to worry about processing. The 
HDFS stores large no of files in many machines this 
helps in achieving high consistency by information 
duplication across many hosts and avoiding RAID 
devices for hosts. The HDFS generated the data 
nodes within the cluster and data over the network 
using a chunk framework. Data over HTTP will help 
the user to allow access to a client that all data nodes 
are connected to gather to rebalance, copy/move the 
data, and ensure the replication of data is achieved. 
If any single node fails it will become a dead node 
and any new need added will become a live node. 

The data volume of social media to be 
processed by cloud applications is growing much 
faster than computing power. Optimizing such big 
data volume is always a challenge for Hadoop's 
performance. Enhancing the data processing speed 
has to be concerned more than reducing the latency 
of data. The workload has to be balanced among the 
map slots and reduced slots to reduce the network 
bandwidth. Hadoop performance tuning parameters 
should be identified for each issue which is a time-
consuming task. A Map Reduce program for 
predicting buzz has to be done in analyzing the 
collected Twitter dataset. The Hadoop cluster 
processes large datasets with an efficient throughput 
that leads to a promising conclusion that Hadoop is 
the most beneficial framework to analyze and 
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manage huge social media big data like Twitter, 
Facebook, LinkedIn, etc. Fig. 1 demonstrates the 
concept of big data analytics using tweet data. The 
data acquisition layer is utilized for storing the 
Twitter data in the related database management 
system. The data storage and processing layer is 
utilized to format the unstructured data into 
structured data using the concept of MapReduce 
methodology. The HDFS is used to transform the 
data into a client-oriented format. The web browser 
and the analysis tool are used for reporting the data 
in a report format for big data analytics. 

Fig. 2 and 3 demonstrates the concept of 
MapReduce using Task tracer. The client program 
can submit the job in the job tracker, it is responsible 
for assigning the work to the map and reducing the 
phase for finishing the scheduled job. The Task 
tracker separates the big data into individual regions. 
Each region is connected with the partitioning and 
combining of the big data into the allotted Task 
tracer and produces the output file for the concerned 
task tracer. The reducer phase again modifies the 
content of the output file and produces the result. 

 
Figure 2: Big data analytics using tweet 
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Figure 3: MapReduce concept using Task Tracer 

3.1 Formal representation of the multi-
dimensional schema 

Currently, analysts are extremely relevant 
in all areas of business. This study looks at how to 
get current information from the accumulated large 
volumes of raw information. The use of advanced 
analytical technologies, the ability to extract the 
necessary knowledge from big data, integrate them 
into operational processes, and insert, and convert all 
this into operational management decisions. The 
article uses big data, the business analysis of 
innovations as a competitive advantage, and the 
construction of a mathematical model for decision-
making. 

In addition, the problems associated with 
data management such as collection, storage, 
structuring, and classification, using Hadoop, and 
MapReduce methods in the study, it was decided to 
develop a mathematical model for determining the 
preferences of customers for the specific choice of a 
particular company. It should be noted that 
regardless of their volume and quality, the data is not 
very useful if they are not retained in such an 
environment and format which gives them access 
and the most important thing is to analyze them. Big 
data does not provide success and progress. To 
benefit from the data, it is necessary to analyze them 
and perform some action based on the results of the 
analysis. Hadoop and MapReduce systems do not 
automatically interpret data collected from various 
data sources, so, we attempted to create 

mathematical models for further analysis and 
decision-making based on test experimental data. 
The use of scoring models to provide accelerated and 
extended analysis makes it possible to quickly make 
decisions on the choice of the desired product and 
gives good results for processing large raw data. For 
the analysis and forecast of the statistical data, it is 
necessary to construct a mathematical model that 
reflects the relationship between the four solutions to 
increase the performance of big data processing. 
The linear equation form is generated using a matrix 
computed in Eq. (1) and Eq. (2). 
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Where 𝜇
  is the mean variable vector of completed 

task and 𝜇ே
  is the mean variable vector of non-

completed task. The sample for learning 
methodology is equivalence to the linear regression 
and the assumption is computed using Eq. (3). 

𝑋
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Let the covariance function can be computed using 
Eq. (4). 

𝑋
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To obtain the new Eq. (5) and Eq. (6). 
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The weight factor is computed using Eq. (7). 

𝐶𝑤் = 𝑎(𝜇
 – 𝜇ே

 )் (7) 

The optimal weight vector is assigned the values 
using Eq. (8). 

𝑤 = ൫𝑤, 𝑤ଵ, … , 𝑤൯ (8) 

The probability value is computed using Eq. (9) and 
Eq. (10). 

𝑃(𝑥) = 𝐺(𝑥 , 𝑤) (9) 

𝐺(𝑥 , 𝑤) =
𝑒௫,௪

1 + 𝑒௫,௪
 (10) 

The probability distribution is computed using Eq. 
(11). 
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The Length of the optimal weight vector is computed 
using Eq. (12). 
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The discrete value is computed using Eq. (13).  

𝑑𝑙(𝑤)

𝑑𝑤
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The back-propagation methodology is used to 
implement the layers for analyzing the connection-
based neural networks is computed using Eq. (14).  

𝐸(𝑤) =
1

2
൫𝑦 − 𝑑൯

ଶ



ୀଵ

 (14) 

Where p is the total amount of neurons in the output 
layer, 𝑑is the target value of 𝑗௧ output, 𝑦 and is 
the 𝑗௧ neural network output. 
The varying weight coefficient in the iteration is 
measured using Eq. (15) and Eq. (16). 
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Where 𝜇 is the learning speed parameter, 𝑆 is the 
weighted sum of the input signals and it is computed 
using Eq. (17). 
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୬
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 (17) 

The output value is computed using Eq. (18), Eq. 
(19) and Eq. (20). 
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The middle layer function is established using Eq. 
(21). 

𝑑
 =

𝜕𝐸

𝜕𝑦

 x 
𝜕𝑦

𝜕𝑆

  (21) 

The final layer value is computed using Eq. (22). 

𝑑
 =  𝛿

ାଵ𝑥 



𝑤
ାଵ൩  x 

𝜕𝑦

𝜕𝑆
  (22) 

Table 1 demonstrates the notations used in 
this formation and the meaning of the notations. 

Table 1: Notations used 

Notation Meaning 
𝑤 Weights 
∈ least squares value 

𝑥  matrix value from the input layer to the 
output layer 

𝑥 matrix value for derivation 
𝜇 Mean variable vector of completed task 

𝜇ே 
Mean variable vector of non-completed 
task 

𝑋 input value in the derivation 
𝑋ே input value in non-derivation 
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𝑦 output parameter 
𝑋 decision value 
𝑝 the total amount of neurons 
𝑛 the total amount of vector values 

𝐶𝑜𝑣൫𝑋𝑋൯ covariance function 
𝐶 weight factor 

𝑃(𝑥) probability value 
𝐺(𝑥 , 𝑤) optimal weight vector 

𝐿(𝑤) Length of the optimal weight vector 
𝑑𝑙(𝑤)

𝑑𝑤
 discrete value 

𝐸(𝑤) back-propagation methodology 
∆𝑤 weight coefficient in iteration 

𝑑  target value of 𝑗th output 
𝑦  𝑗th neural network output 
𝜇 learning speed parameter 
𝑆 the weighted sum of the input signals 

 

4. PERFORMANCE EVALUATION  
 

The perfecting mechanism will help 
MapReduce prepare the required data before the task 
is launched. The settings of the systems of each 
product are illustrated in Table 2. 

Table 2: Specification. 

Variables Oracle current Netezza Greenplum Exadata 

Configuration 
database 

24 core Power 7 (3.4 
GHz) 160 GB RAM 
3000 MB/sec SAN 

NZ1000-E (4 
SPU-only 24 

CPU + FFGA) 

4server segment 
to 16 CPU cores 

each 

XZ-2 Half Rack 4 
database nodes to 
CPU cores storage 

node 7-12 CPU cores 

SAS compute server 
configuration 

Wirth. (VMWare) 12 
vCPU-300 MB/sec SAN 

Storage SAS 9.2 

16 physical cores 
CPU 1 GB/sec 
DAS storage 

SAS 9.3 

16 physical 
cores CPU 1 
GB/sec DAS 

storage SAS 9.3 

16 physical cores 
CPU 1 GB/sec DAS 

storage SAS 9.3 

Configuring SAS Wirth. (VMWare) 
Wirth. 

(VMWare) 
Wirth. 

(VMWare) 
Wirth. (VMWare) 

Mid-Tier Server 4 vCPU 12 GB RAM 
4 vCPU 12 GB 

RAM 
4 vCPU 12 GB 

RAM 
4 vCPU 12 GB RAM 

Network Interface 
SAS-DB 

Unknown 10 GB 10 GB 10 GB 

Cost (in Million $) 0.5 – 1  2.5 – 3.5  1 – 2.5  4 – 5  

 

 
Figure 4: Steps to Execute the Hadoop Job
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Figure 4 sets the environment for the 
Hadoop cluster after the Hadoop environment-ready 
data is loaded with HDFS and data is split into 
different blocks. Figure 6 shows the various steps 
before executing the Hadoop job. It explains the 
step-by-step process from the installation of Java 
JDK to configuring the Hadoop node. 

 

Figure 5: The procedure for MapReduce 

Figure 5 shows that the Hadoop cluster is 
ready to perform the tasks and sample I/O processed 
and the Hadoop cluster status becomes live and the 
map reduces done successfully. 

 

Figure 6: Summary of HDFS cluster 

Figure 6 shows the cluster summary and 
configuration of the node and DFS and Non-DFS 
used. 

Figure 7 shows the summary of file system 
counts, number of job counters, and map-reduce 
framework before optimizing. 

Figure 8 shows the summary of file system 
counters, the number of job counters, and a map-
reduced framework after optimization. 

Figure 9 shows the final output of the 
Twitter dataset number of buzz and nonbuzz 
detected by the Hadoop cluster. The number of 
buzzes is 112932 and non-buzz is 27775, the 
detected as per the Twitter dataset in an optimal way 
using a Hadoop cluster environment. 

 

Figure 7: MapReduce function before applying tuned 
configuration 
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Figure 8: MapReduce function after applying tuned 
configuration 

 

Figure 9: Hadoop output with buzz and non-buzz 

 

Figure 10: Overall process execution time for MapReduce 
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Figure 11: Hadoop cluster result 

 

Figure 12: Relative Units 

Figure 10 shows the CPU time spent and 
CPU time elapsed for processing the dataset which 
has 6940 and 1459 ms, respectively in dark blue 
color bars represent. The light color bars represent 
the CPU time spent and CPU time elapsed for 
processing the dataset which has 5960 and 799 ms, 
respectively. 

Figure 11 shows the total number of 
instances, attributes, and buzz predicted and non-
predicted from the Twitter dataset. The MapReduce 
output, this classification has been made Positives 
instances (Buzz): 27775 (19 %) negative instances 
(Non Buzz): 112932 (81 %). 

The performance test was designed to 
measure the maximum performance with a given set 
as the campaign of circumstances and settings. 
Measurement of the duration of SAS campaigns was 
conducted before the experiment and is illustrated in 
Fig. 12. 

5. CONCLUSION  
 

While big data is engaged to preserve the 
vast information and keep fault tolerance and 
dependability, the Social Media Network might 
develop the semantic data in a dynamic method.  
With the main KPIs including the cloud, response 
time, and bandwidth for hot subject identification, 
the hybrid Hadoop Framework has been used to 
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improve data processing.  While the MapReduce 
with the Hadoop setup, the performance 
enhancement of the Hadoop framework might be 
useful in Hadoop-related clusters from the Twitter 
dataset.  The testing findings showed that the 
suggested method improves the whole performance 
measures employing multi-node clusters. 
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