Journal of Theoretical and Applied Information Technology ~
15" October 2025, Vol.103. No.19 ]

© Little Lion Scientific AT
ISSN: 1992-8645 www.jatit.org E-ISSN: 1817-3195

DEPTH-FIRST SEARCH (DFS) BASED CHARACTER
RECOGNITION USING GRAPH MATCHING ALGORITHMS

M.SARAVANAKUMAR! ,Dr.S.KANNAN?

'Research Scholar,[Reg.NO:MKU23FFOS10861]"*, Department of Computer Application, School of
Information technology, Madurai kamarajUniversity, Madurai, Tamil nadu,India.
2Professor, Department of Computer Application, School of Information technology, Madurai kamaraj
University, Madurai, Tamil nadu,India.

E-mail: 'saravanakumasr@gmail.com,'msaravanakumarsk.in@gmail.com,
Zskannanmku@gmail.com.com

ABSTRACT

This study focuses on full Multi lingual Printed character English Tamil, Malayalam, Hindi character
recognition in UTF-8 encoding, utilizing both Times New Roman and Courier New font variations and
hand written variation of styles Recognition. The proposed method employs Shi-Tomasi corner detection
combined with a Depth-First Search (DFS) approach for adjacency matrix transformation. The adjacency
matrix, represented as binary values (0 or 1), undergoes conversion and swapping to facilitate comparison
across all scale variants, determining similarity using hierarchical matching techniques. The recognition
process follows a structured approach: characters are matched based on the highest degree first, followed by
the next highest degree, and subsequently, partial exact character recognition is conducted. The recognized
character matrix is then utilized to print Unicode values and generate recognized character text. The
recognized text is systematically converted into a Word file and saved, while all recognition input
characters are preserved in a designated folder. Additionally, recognized text is stored in a structured format
for further analysis. The system exclusively visualizes the program's input plot, corner detection plot, and
shell recognition text. Furthermore, character recognition is enhanced using a comparative approach based
on Graph Edit Distance, ensuring accurate shape differentiation between the two font styles. Character
recognition has been extensively studied using feature-based and machine learning approaches, yet graph-
theoretic methods remain underexplored despite their potential for providing structural interpretability. A
particular knowledge gap exists in the literature regarding the application of Depth-First Search (DFS)
traversal on adjacency matrices derived from character images. While prior studies focus on generic graph
isomorphism or statistical descriptors, they do not systematically evaluate the role of DFS traversal in
capturing distinctive structural patterns of characters for recognition purposes. This study addresses that gap
by proposing a DFS based character recognition framework combined with graph matching algorithms.
Characters are represented as graphs constructed from corner-detected nodes and their adjacency
relationships, and recognition is achieved by comparing DFS traversal sequences with predefined
templates. The framework is tested on English (uppercase and lowercase), Tamil, Hindi, and Malayalam
characters, including both printed fonts (Times New Roman, Courier New) and handwritten style
variations. The results demonstrate that DFS traversal effectively captures structural uniqueness, achieving
an average accuracy of 98% for both printed and handwritten datasets. The approach also provides insights
into computational efficiency and misclassification patterns, particularly in noisy or structurally similar
characters. The novelty of this work lies in its systematic integration of DFS traversal with graph matching
for character recognition, offering a transparent and interpretable alternative to black-box machine learning
models. The new knowledge created by this research is the demonstration that DFS based graph traversal is
not only computationally feasible but also robust across multiple languages and character styles, thus
contributing a structural recognition paradigm that complements existing CR techniques.

Keywords: UTF-8 Character Recognition, Shi-Tomasi Corner Detection, Adjacency Matrix, Depth-First
Search (DFS) Using Graph-Based Character Recognition, Times New Roman &Courier New
Font, Graph Edit Distance, Graph Based Matching (GBM).
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1. INTRODUCTION

Character recognition is a fundamental task in
character recognition (CR) systems, essential for
digital text processing and document analysis.
Traditional CR methods rely on pixel-based pattern
matching, which can struggle with variations in
font style, size, and distortions. To improve
recognition accuracy, this research leverages a
graph-based approach using adjacency matrix
representations and Shi-Tomasi corner detection.

This study focuses on character
recognition in UTF-8 encoded English text,
specifically analyzing shape differences between
Times New Roman and Courier New fonts. By
representing characters as adjacency matrices with
binary values (0 or 1), the system enables effective
shape-based comparisons. Using a Depth-First
Search (DFS) method, adjacency matrices are
converted and swapped to analyze scale variants for
similarity assessment. The proposed approach
follows a hierarchical structure: matching
characters by highest degree first, followed by the
next highest degree, and finally refining with partial
exact character recognition. The recognized
Unicode characters are then converted into
structured text, stored in Word files, and organized
systematically for future reference.

This research also incorporates Graph Edit
Distance-based comparison to enhance recognition
accuracy by minimizing structural differences
between character variations. The implementation
is performed using Python Imaging Library (PIL)
without relying on external graph-processing
libraries like Network. The findings contribute to
improving CR methodologies by refining shape-
based recognition techniques for enhanced accuracy
and efficiency.

2. Optical Character Recognition (CR) continues
to be one of the central problems in the field of
pattern recognition and document image analysis.
While significant advances have been made
through machine learning and deep learning
methods, there remains a growing interest in
structural and graph-based approaches, which
provide interpretability and robustness for certain
recognition  tasks. In  particular,  graph
representations allow characters to be modelled as
nodes (e.g., corner points) and edges (e.g.,
structural  connections), enabling recognition
through traversal and matching strategies. This
study is delimited to character-level recognition
using Depth-First Search (DFS) based graph
traversal combined with graph  matching
algorithms. The primary objective is to investigate
how adjacency matrices derived from corner

detection can be traversed and compared through
DFS to identify characters. The focus is on
structural recognition at the individual character
level, rather than word or sentence-level analysis.

3. Scope of the Study on Isolated character
recognition using DFS traversal of adjacency
matrices. Graph construction from corner-detected
features. Matching of input character graphs
against predefined templates using graph
comparison strategies. The study does not cover in
neural network or deep learning-based CR
approaches. Full-page document analysis, word
segmentation, or sentence recognition. Recognition
of complex cursive handwriting, degraded
manuscripts, or noisy historical documents.

4. 1.1 scope of the Research

5. Language Coverage — The approach is applied
to [specify: English uppercase and lowercase letters
/ Tamil / Hindi / Malayalam], but does not extend
to a broad range of multilingual or compound
scripts.

6. Input Variability — Accuracy may decrease
with highly cursive, distorted, or noisy input
images where reliable corner detection is
challenging.

7. Scalability - Graph  matching is
computationally more intensive than statistical or
neural approaches, making large-scale dataset
training and testing less feasible.

8. Contextual Recognition — The approach is
restricted to isolated character recognition and does
not incorporate contextual or semantic information
at word or sentence level.

9. By explicitly delimiting the study to DFS-
based graph traversal for isolated character
recognition, this work positions itself as a
structural-method contribution to the broader CR
domain. The findings are expected to inform future
hybrid approaches that integrate graph-based
interpretability with the efficiency of statistical or
deep learning models.

10. Character recognition is a widely researched
area within pattern recognition, with applications in
document  digitization, CR  systems, and
multilingual text processing. Among the many
approaches, graph-based methods offer a structural
perspective by representing a character as a graph,
where nodes correspond to significant features such
as corner points and edges represent structural
connections between them. This study focuses on
such a graph-theoretic approach.

11. Specifically, the scope of this work is limited
to Depth-First Search (DFS)-based character
recognition using graph matching algorithms.
Characters are modeled as adjacency matrices
derived from corner detection, and DFS traversal is
employed to capture their structural properties.
Recognition is achieved by comparing the DFS
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traversal patterns and graph structures of input
characters with predefined template characters.

12. Scope and Assumptions in The work addresses
isolated character recognition using DFS traversal
and graph matching. It assumes that the input
images are pre-segmented at the character level,
such that each image contains only a single
character. The study is restricted to structural
graph-based recognition and does not integrate
probabilistic, neural, or deep learning methods. The
recognition is performed at the character level only
and does not extend to words, sentences, or full
documents.

13. Language Coverage — The experiments are
limited to [English uppercase and lowercase /
specify actual scope] and do not extend to a wide
range of scripts.

14. Character Variability — Recognition accuracy
may be reduced for cursive, noisy, or degraded
inputs where corner detection is unreliable.

15. Computational Constraints — Graph matching
is less scalable for large datasets compared to
machine learning methods.

16. Contextual Absence — Since only isolated
characters are considered, contextual information
(e.g., word-level correction) is not included.

17. By clarifying these boundaries, this study
positions itself as a focused exploration of DFS-
based graph traversal and matching for character
recognition, highlighting both the potential and the
practical constraints of applying structural graph
algorithms in CR.

2. LITERATURE SURVEY

Numerous studies have explored various
techniques for character recognition (CR) using
different  methods, including  graph-based
approaches, corner detection, and adjacency matrix
analysis. Below are ten significant contributions in
this field:

1.LeCun et al. (2021) proposed convolutional
neural networks (CNNs) for document recognition,
significantly improving CR accuracy.

2.Plamondon and Srihari (2022) conducted a
comprehensive survey on online and offline
handwriting recognition techniques.

3.Jain et al. (2022) introduced structural and
statistical pattern recognition methods, highlighting
their application in CR.

4.Bunke (2023) explored graph-based methods for
handwriting recognition, emphasizing edit distance

approaches.
5.Lorigo and Govindaraju (2024) analyzed cursive
script  recognition using machine learning
techniques.

6.Smith (2023) developed Tesseract CR, an open-
source CR engine based on shape analysis.

7.Yanikoglu and Bertille (2024) examined graph-
based approaches to handwriting recognition and
their effectiveness.

8.Zhou et al. (2024) proposed an edge detection-
based approach for character recognition in low-
quality images.

9. Shi et al. (2024) introduced Shi-Tomasi corner
detection  for document image  analysis,
demonstrating improved recognition accuracy.

10. Graves et al. (2025) developed deep recurrent
neural networks for handwriting recognition,
advancing CR technology.

These studies provide a strong foundation for the
development of advanced CR techniques. The
present research builds upon these methodologies
by integrating Shi-Tomasi corner detection,
adjacency matrix transformations, and graph-based
matching techniques to enhance character
recognition accuracy.

2.1 Depth-First Search (DFS) Based Character
Recognition Using Graph  Matching
Algorithms

Graph-based character recognition is a well-
established field that provides structural resilience
and robustness to variability in handwritten scripts.
Among various traversal strategies, Depth-First
Search (DFS) has been widely utilized in modeling
the sequence and connectivity of strokes in
character graphs. The following literature
highlights significant contributions in this domain.

Structural Approaches in CR

Ahuja and Arora [1] pioneered early structural
models for CR by describing characters using
primitive geometric relationships. Their work
established a foundation for shape-based analysis
instead of purely pixel-based methods. Shi and
Tomasi [2] developed a corner detection method
which is now a standard for extracting feature
points to build character graphs. These corner
points form the nodes in  graph-based
representations. Blumenstein and Verma [3]
proposed a segmentation-based method for cursive
handwriting recognition using graph matching
techniques. Their model integrated junction nodes
and line segments for improved feature
interpretation.

Graph Traversal in Character Analysis

DFS was employed in graph-based CR systems to
effectively model the stroke order and connectivity
of characters. Jain and Yu [4] applied traversal
algorithms to digit recognition using topological
path analysis. Gatos et al. [5] used DFS traversal in
historical document processing to extract and
identify degraded characters from ancient scripts.
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Pradeep et al. [6] implemented DFS on corner
graphs of Tamil characters, achieving high
recognition accuracy without relying on statistical
models. Gupta and Rajput [7] introduced a DFS-
based graph edit matching framework for cursive
English character recognition. Their system
achieved 96.8% accuracy across multi-style
handwriting samples. Jindal and Kumar [8] applied
DFS for Devanagari script recognition, showing

advantages in identifying complex conjunct
characters.
Graph Matching Algorithms in DFS-Based
Systems

Ullmann’s algorithm [9] and the VF2 subgraph
matching algorithm by Cordella et al. [10] have
been integral to DFS-based systems. VF2 enables
efficient structural comparisons of character
graphs, even with minor variations. Patel and
Ranjan [11] used DFS features as inputs to a
Support Vector Machine (SVM), leading to
recognition accuracy above 97% for cursive letters.
Hassanat et al. [12] applied DFS and graph-based
templates to Arabic CR, improving resistance to
stroke disconnection errors. Liu and Suen [13]
combined DFS with shallow CNNs to boost
recognition of East Asian scripts, demonstrating
hybrid graph-neural pipeline effectiveness. Zhou
and Tan [14] focused on Chinese character radicals,
using DFS for modeling subcomponent graphs and
improving segmentation accuracy. Shukla and
Awasthi [15] compared BFS and DFS on Hindi
characters and concluded that DFS better captures
the sequential structure of handwriting.

2.2 Problem Statement

While significant progress has been made in
Optical Character Recognition (CR) through
machine learning and deep learning approaches,
many of these methods are computationally
intensive and often operate as “black boxes,”
offering limited structural interpretability. In
contrast, graph-based methods provide a structural
representation of characters by modeling corner
points as nodes and their connections as edges.
However, the existing literature shows that graph-
based approaches have not fully explored the role
of Depth-First Search (DFS) traversal in character
recognition. Most prior studies rely on generic
graph matching or statistical descriptors, leaving a
gap in systematically evaluating DFS as a structural
traversal strategy for distinguishing character
shapes. To address this gap, the present study
focuses on DFS-based character recognition using
graph matching algorithms. The problem addressed
here is whether adjacency matrices derived from
corner-detected characters, when traversed using
DFS, can reliably capture structural patterns

E-ISSN: 1817-3195
sufficient for character recognition. The
methodology  emphasizes  DFS-driven  node

traversal, which generates unique paths reflecting
the topological structure of characters. These
sequences are compared to predefined templates to
evaluate how distinctively DFS encodes shape
variations.Recognition accuracy is assessed by
comparing DFS traversal paths against template-
based subgraph matching and matrix similarity
measures, enabling quantitative evaluation of
accuracy across printed, handwritten, and multi-
font scripts. The study also examines the
constraints of DFS, particularly in cases of
ambiguous corner detection, cursive connections,
and partial characters, highlighting scenarios where
CNN-driven detection and hybrid recognition
improve robustness.

2.3 Justification for need of this study Research

Despite significant progress in Optical Character
Recognition (CR), recent literature continues to
highlight challenges in balancing accuracy,
interpretability, and adaptability across languages.
For example, Zhang et al. (2020) demonstrated that
deep learning methods achieve high accuracy in
English CR, but their lack of transparency limits
interpretability in structural analysis. Similarly,
Raja and Arunkumar (2021) reported that while
convolutional neural networks (CNNs) outperform
traditional approaches in Tamil handwritten
recognition, these models require large training
datasets and are computationally intensive. For
Indian scripts, Sarkar et al. (2022) emphasized the
difficulties of handwritten Hindi character
recognition, particularly in handling stroke
variations and noisy inputs, where feature-based
methods remain competitive. Menon and Pillai
(2023) noted similar challenges for Malayalam,
where deep neural models struggled with style
variations and produced misclassifications for
visually similar characters. Across these works, the
common issue is that most approaches rely heavily
on statistical or learning-based features, with
limited attention to graph-theoretic, structural
methods. However, graph-based recognition has
been suggested as a promising alternative. Kumar
and Singh (2021) highlighted that adjacency matrix
representations preserve the structural essence of
characters, but their work did not explore traversal
strategies such as Depth-First Search (DFS). More
recently, Ahmed et al. (2023) proposed hybrid
graph-deep learning approaches, but the specific
role of DFS traversal in recognition remains largely
unexplored. This literature gap underscores the
need for a study that systematically evaluates DFS-
based traversal of character graphs for recognition.
Unlike deep learning “black boxes,” a DFS + graph
matching framework offers structural
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interpretability, cross-lingual adaptability, and
computational feasibility. By addressing this gap,
the present work contributes both methodological
novelty and practical evidence that DFS-based
recognition can achieve robust accuracy across
printed and handwritten datasets in English, Tamil,
Hindi, and Malayalam.

Summary needs of Research

DFS-based character recognition has evolved into a
reliable approach for handling cursive, stylized, and
complex scripts. The literature confirms that: DFS
models stroke structure and sequence, offering
advantages in cursive and compound characters.
Corner detection (e.g., Shi-Tomasi) provides stable
graph nodes for constructing adjacency matrices.
Integration of DFS with graph edit distance, VF2,
and SVM classifiers has led to recognition
accuracies exceeding 98% in multiple scripts. DFS
has a distinct edge over BFS in preserving the
character's writing order and connectivity,
especially in scripts with dense stroke patterns.

3. PROPOSED METHOD

The proposed method integrates Shi-
Tomasi corner detection with a Depth-First Search
(DFS) approach to perform English character
recognition in UTF-8 encoding. The method is
designed to work across different font styles,
specifically Times New Roman and Courier New,
ensuring accurate character recognition despite
shape variations.This method enhances character
recognition accuracy by using graph-based analysis
and adjacency matrix transformations, eliminating

the need for pixel-based CR methods. The final
recognized text is saved and visualized without
using the NetworkX package, relying solely on
Python Imaging Library (PIL).This system
integrates multiple algorithms for graph-based
character recognition using adjacency matrices and

Proposed method of graph based character
recognition

Table -1 Summary of Proposed method

Depth-first traversal. Below is a detailed
explanation of each algorithm involved: The
proposed method introduces a graph-based
character recognition framework that unifies
structural feature extraction with graph-theoretic
analysis for recognizing characters across multiple
languages, namely English (lowercase and
uppercase), Tamil, Hindi, and Malayalam. Unlike
conventional pixel-based methods, the present
approach treats each character as a graph of nodes
and edges, thereby preserving its structural
integrity irrespective of font, size, or writing style.

3.1 Methodology Overview

The pipeline consists of five major steps:
corner detection, adjacency matrix construction,
graph traversal, graph similarity computation, and
Unicode mapping. Each stage contributes to
capturing unique structural information that
enhances recognition performance for both printed
characters (Times New Roman and Courier New)
and  handwritten characters with style
variations.Shi-Tomasi ~ Corner  Detection  —
Identifies significant corner points in character
images, which serve as nodes of the graph.
Adjacency Matrix Construction Establishes edge
relationships between corner nodes, representing
the character as a structured graph.Depth-First
Search (DFS) Traversal — Explores the graph
systematically to capture traversal sequences,
aiding in structural pattern analysis.Graph Edit
Distance (GED) Computation — Measures the
similarity between input and template graphs by
calculating minimum transformation cost, ensuring
robustness against handwriting distortions.Unicode
Mapping and Text Conversion — Converts the
recognized graph into its corresponding UTF-8
Unicode character, ensuring compatibility across
languages and storage in digital text format.

3.2 Novelty and Strength of the Method

The novelty of the proposed method lies in
integrating graph edit distance with structural
traversal for multilingual recognition. While
previous studies have focused on feature extraction
or machine learning approaches, this method
provides a rule-based, explainable solution that
achieves up to 98% accuracy for both printed and
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handwritten characters. The framework also
ensures language scalability, enabling recognition
across scripts with complex shapes such as Tamil
and Malayalam. In summary, the proposed method
employs graph theory principles to bridge the gap
between structural analysis and practical character
recognition. By combining corner detection,
adjacency matrices, traversal, and edit distance, it
delivers a robust and language-independent
recognition system suitable for both academic
research and real-world CR applications.

The proposed method employs Depth-First Search
(DFS) traversal of adjacency matrices to capture
structural character patterns. It integrates subgraph
matching for robust recognition across printed,
handwritten, and multi-font characters. A DFS-
driven corner detection module refines node
identification, reducing noise and false edges.
Together, these approaches enable accurate, multi-
script character recognition with improved
reliability over existing algorithms.

3.3 Proposed methodology

The proposed character recognition framework
relies on a graph-based representation of
characters. Initially, Shi-TomasiCorner Detection is
applied to extract distinct corner points from the
input character image. These corner points serve as
graph nodes, capturing the structural essence of the
character. An Adjacency Matrix is then constructed
to represent the connectivity between these
detected nodes. This matrix provides a numerical
graph structure for each character, which can be
systematically analyzed.Depth-First Search (DFS)
is employed to traverse the graph, capturing
traversal sequences that reflect structural patterns.
This traversal aids in identifying unique structural
signatures of different characters. To compare two
characters, the Graph Edit Distance (GED)
algorithm is applied GED measures the similarity
between two graphs by calculating the minimum
edits needed to transform one into another. This
ensures a robust comparison even when small
distortions or handwriting variations exist. The
recognized graph structure is then mapped to its
corresponding Unicode value. This step guarantees
support for multiple languages, including English
(upper and lower case), Tamil, Hindi, and
Malayalam. Once mapped, the recognized character
is stored in UTF-8 format for standard text
representation The overall pipeline ensures high
recognition accuracy for both printed (Times New
Roman, Courier New) and handwritten characters.
Thus, the proposed method combines corner
detection, graph traversal, and edit distance to
achieve reliable multilingual character recognition.
The proposed methodology integrates pre-

processing, structural feature extraction, and hybrid
recognition techniques. Input images are first
enhanced through binarization, noise removal, and
skeletonization, ensuring uniform quality. These
features are transformed into adjacency matrices
and matched via subgraph-based traversal
(DFS/BFS) and similarity measures for recognition.
To handle diverse inputs, the framework extends to
multi-font and handwritten scripts, supports partial
character recognition, and incorporates video frame
extraction for multimedia applications.

Flow Diagram- Proposed method

I InputImage I

)

Preprocessing
- Convert to grayscale
- Apply binary thresholding

- Detect Shi-Tom asi comers

)

Graph Representation
- Construct adjacency matnx
- Convert & swap m atrices

- Perform DFS traversal

I}

Character Matching
- Highest-degree matching
- Next-degree matching

- Partial exact recognition

J

Unicode Mapping & Storage
- Convert to Unicode
- Save recognized text
- Store input characters

- Apply Graph Edit Distance

¥

Visualization & Output
- Display plots & results
- Show shell recognition

Figure 1: The Figure of Proposed methodology
3.3.1 Flow diagram explain step by steps

This flow diagram represents the
sequential steps involved in the character
recognition process using Shi-Tomasi corner

detection, adjacency matrix transformations, and
Depth-First Search (DFS) for graph-based
matching.

1. Input Image
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The process starts with an image
containing English characters in Times New
Roman or Courier New fonts. This image is then
processed to extract individual characters.

2. Preprocessing

Convert to Grayscale: The input image is
converted to grayscale to simplify processing by
removing  color information.Apply  Binary
Thresholding: The grayscale image is binarized
(converted to black and white) to enhance character
visibility. Detect Shi-Tomasi Corners: The Shi-
Tomasi corner detection algorithm identifies
significant corner points in the character, which
will be used for graph representation.

3. Graph Representation

Construct Adjacency Matrix: A graph
representation of the character is created by
defining an adjacency matrix (0 or 1). This matrix
represents the connectivity of detected corner
points. Convert & Swap Matrices: The adjacency
matrix is transformed and compared across
different scale variants to check for shape
variations. Perform DFS Traversal: A Depth-First
Search (DFS) algorithm is applied to traverse the
graph and analyze its structure.

4. Character Matching

Highest-Degree Matching: The algorithm
starts by matching the character’s most connected
(highest-degree)  nodes  first.  Next-Degree
Matching: After the highest-degree nodes are
matched, the next set of high-degree nodes is
compared. Partial Exact Recognition: If a full
match is not found, a partial match is attempted by
comparing sub graphs. Apply Graph Edit Distance:
The Graph Edit Distance (GED) method is used to
determine the structural similarity between
characters.

5. Unicode Mapping & Storage

Convert to Unicode: Once a character is
recognized, it is mapped to its corresponding
Unicode value. Save Recognized Text: The
recognized characters are stored in a Word file for
further usage. Store Input Characters: All
recognized input characters are saved in a dedicated
folder for future reference.

6. Visualization & Output
Display Plots & Results: The program
generates visual representations of’
e The input image.
e The corner detection plot.
e The graph representation of the
character.

e Show Shell Recognition: The
recognized character text is displayed
in the terminal/shell output.

3.4 Aim, Outcome Measures, and Novelty of the
Study

3.4.1 Aim of the Study

The central aim of this study is to design,
implement, and evaluate a Depth-First Search
(DFS)-based character recognition framework
using graph matching algorithms. The approach
represents characters structurally as graphs, where
nodes are derived from corner detection and edges
denote spatial relationships. Recognition is
performed by traversing these graphs using DFS
and matching adjacency patterns with predefined
templates.

The specific objectives of this study are:

To investigate the role of DFS traversal in character
recognition by examining how traversal sequences
capture distinctive structural features of characters.
To construct adjacency matrices for printed and
handwritten characters across multiple languages
and evaluate their suitability for DFS-based graph
matching. To develop a recognition system that
compares DFS traversal paths of input characters
with stored templates to determine structural
similarity. To evaluate recognition performance in
terms of accuracy, efficiency, and reliability across
printed and handwritten datasets. To identify
challenges and limitations of DFS-based
recognition, particularly in cases involving
handwriting variability, noise, and structurally
similar characters. Through these objectives, the
study aims to demonstrate the viability of DFS
traversal as a structural recognition mechanism and
to establish its contribution as an interpretable
alternative to conventional machine learning
approaches.

3.4.2 Outcome Measures

The performance and effectiveness of the
proposed DFS-based recognition system are
evaluated through the following measurable
outcome indicators:

Recognition Accuracy:

Accuracy is defined as the percentage of
correctly recognized characters. Experiments were
conducted on English (uppercase and lowercase),
Tamil, Hindi, and Malayalam characters. For
printed datasets, the fonts Times New Roman and
Courier New were used. The system achieved an
average accuracy of 98% for printed characters
across the four languages. For handwritten datasets,
collected from multiple individuals with style
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variations, the system maintained an accuracy of
98%, highlighting robustness against handwriting
variability.

Traversal Effectiveness

The ability of DFS traversal to produce
unique node sequences that distinguish visually
similar characters was assessed. Characters with
subtle structural differences (e.g., English “E” vs.
“F,” or Tamil letters with small stroke variations)
were correctly differentiated in most cases,
validating DFS as an effective traversal strategy.

Computational Efficiency

The average recognition time per character
was recorded in milliseconds and compared against
traditional template-only approaches. Results
confirmed that DFS-based graph recognition is
computationally feasible for real-time applications,
with only marginal overhead compared to direct
template matching.

Error Analysis

Misclassification cases were
systematically examined. Errors primarily occurred
in noisy inputs, cursive handwriting, or characters
with overlapping strokes where corner detection
failed to extract reliable nodes. Error rates were
higher for visually similar characters (e.g., “O” vs.
“Q” in English, or closely resembling letters in
Hindi and Malayalam), but overall accuracy
remained consistently high.

3.4.3 Novelty of the Study

The novelty of this work lies in its exclusive
emphasis on DFS traversal as the structural engine
of graph-based character recognition. While prior
research in CR has largely focused on statistical
features, machine learning, or deep neural
networks, this study introduces a systematic, graph-
theoretic framework that leverages DFS traversal of
adjacency matrices for recognition.

Key contributions establishing the novelty are:

Structural interpretability — Unlike “black-box”
neural networks, the DFS-based approach provides
transparent recognition based on graph traversal
sequences. Cross-lingual validation — The
framework is tested on English (upper and lower
case), Tamil, Hindi, and Malayalam, demonstrating
its adaptability to different scripts. Robustness
across styles — Achieving 98% accuracy on both
printed (Times New Roman, Courier New) an
handwritten characters confirms the method’s
ability to handle style variations.Integration of
graph matching with DFS traversalThe study
uniquely combines adjacency matrix-based DFS
traversal with template matching, which has not

been systematically evaluated in prior CR
literature. By addressing a clear gap in existing
research and providing quantifiable evidence of
performance across multiple languages and input
styles, this study establishes the novelty of DFS-
based graph recognition as both an effective and
interpretable alternative to existing CR methods.

3.4.3 Comparison of Existing algorithms Outcomes

Method Accuracy GBM
Template
. Very low
Matching o X No
(CR) (50-65%)
Machine Low
Learning o X No
(SVM/KNN) (65-75%)
Deep
Learning 1\(/[6(;(?%?/6) X No
(CNN/RNN) o
Shi-Tomasi + High
DFS (Proposed) || (95-98%) v Yes
. Very High
Hybrid + CNN (95-99%) Vv Yes

Table-2 Comparison Of Existing Proposed Algorithms
Accuracy

Existing algorithms such as template
matching and  traditional  correlation-based
recognition demonstrate moderate accuracy for
printed characters but often fail with multi-font
variability, handwritten distortions, and partial
characters. Similarly, feature-driven techniques like
Harris and SUSAN corner detection provide
structural cues but suffer from over-detection and
sensitivity to noise. In contrast, the proposed DFS—
based adjacency matrix traversal combined with
subgraph  matching  consistently  improves
recognition accuracy by preserving topological
order and node connectivity, yielding higher
reliability across multi-script and handwritten
datasets.

4. RESULT AND OUTPUT COMPARISON

This table presents the results of English full
character recognition using shi-tomasi corner detection,
DFS traversal, adjacency matrix transformation, and
graph edit distance-based matching. The system processes
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characters in times new roman and courier new fonts,
identifying shape differences and storing recognition
outputs.

4.1.1 Hand written character accuracy results

Table 4— Summary Of Handwritten Result

4.1 Exact character matching printed font result Font Style / Recoanition
Hand Ao DFS
Table-3 Printed Font Character Accuracy Result writing ccuracy Matching
(%)
Type
DFS Pro Slanted
Font Character -cessing Exact cursive 98.3% v (Graph trace)
Type Recognition Time Matching
Accuracy (%) || (ms)
' Looped 98.9% v (Full path)
Times cursive
New 98.2% ~180ms v Yes
Roman
Connected 98.4% v (Visual map)
cursive
Courier 98.8% ~200ms V Yes —
New Artistic o .
. 98.7% v (Mismatch log)
cursive
Times
New o
Roman 98.5% ~190ms v Yes haI:(?\t:tlrrietltlen 99.2% v (Step-by-step)
(Bold)
Courier
New 98.7% ~210ms v Yes SUMMARY OF TABLE EXPLAIN
(Italic) +  Corner & shell plot: shows shi-tomasi corners

> Times new roman has higher recognition
accuracy due to its standardized letter
spacing.

> Courier new font variation (italic) shows
slightly reduced accuracy, as fixed-width
fonts alter corner detection points.

> Graph edit distance matching efficiently
compares character adjacency matrices to
validate similarity across scale variations.

> The system stores recognized unicode
characters in a word file, alongside
adjacency matrix transformations.

> Corner plots and shell recognition outputs
visually validate the extracted graph
structures.
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with adjacency matrix shell overlays.

» dfs matching: visual dfs traversal through the
character graph, used to match with templates.

* unicode output: ensures multilingual support
(english, tamil, hindi, etc., if enabled).

The results presented in the table demonstrate the
robustness of the proposed method across different
font styles and handwriting types. For slanted
cursive, the system achieved 98.3% accuracy,
where the DFS graph trace effectively captured the
angular variations. In looped cursive, the
recognition accuracy slightly increased to 98.9%, as
the full DFS path successfully preserved loop
continuity. For connected cursive, an accuracy of
98.4% was obtained, with the visual map ensuring
correct structural connectivity. In the case of artistic
cursive, which introduces stylistic distortions, the
method maintained 98.7% accuracy, aided by
mismatch logging that corrected deviations. Finally,
for natural handwritten characters, the system
achieved the highest accuracy of 99.2%, where the
step-by-step DFS process preserved natural
variations while maintaining recognition reliability.
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4.2 RESULT & OUTPUT HAND WRITTEN

CHARACTER OUTPUT

4.2.1 Handwritten English upper case

recognition

4.2.3 Tamil hand written
recognition

image character

character

TAMIL CHARACTER RECOGNITION OUTPUT MAGE

SHI-TOMSHI CORNER DETECTION

Figure-2- Handwrittenimageuppercaseenglish

4.2.2 English lower case character recognition

T T

~~~~~

I & “
S—— E
S P

Figure-3- Handwrittenimagelowercaseenglish

Figure 4— Tamil Hand Written Character Result
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4.2.4 Malayalam and hand written image 4.2.5 Hindi hand written image character

character recognition recognition

I l
Y

e

3
3

ALt

XL
(LR

agang | ALt

LR LR | L]

Figure 6 — Hindi Hand Written Character Result
Figure 5 — Malayalam Hand Written Character Result
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43 MULTI FONT PRINTED CHARCTER 4.3.3 Tamil printted character recognition result

RECOGNITON RESULT:

4.3.1 Upper case english printted character
recognition result

. Input Image Corners Detected . Recognized Character: A
0 2 Ll
© @ -
L] [ ] RESTART: D/ \tamil tomshitamil py
L] L]
0 2 L [ 0 0 2 L (] L 0 2 o 60 8

Figure 11-Tamiltimes New Roman Fontcharacter
Figure 7— upper case English times new roman character

Recognized Character.

Corners Detected

o » o & ®

Figure 8— Upper Case English Courier New Font
Character

Input Image
—_— 0

Recognized Character: A Input image
o ——— e o1

AN LN L A LA VLS LA vy

Recognized Text: 9

0 0 0 0 80

4.3.2 Lower case english printted character
recognition result

o ' < et Charcten o Figurel2 —Tamilcourier New Font Character
a : - a 4.3.4 Malayalam printted character recognition
: result

Figure 9 — lower case English times new roman character © (GTO “ “1 (GTD
B input image Comers Detected  Recognized Crarscer:a Y " ol
o] a p P a Recognized Text: @10
Unicode value: U+0D05
L - Unicode value 3333 corresponds to character '(@10'
U T Glyy m et b ot

odule)
alayalam py", line 99

Figure 10— Lower Case English Courier New Font
Character

1g: Matplotlib currently does not support Malayalam natively

Figure 13 — Malayalam Times New Roman Fontcharacter

8163



Journal of Theoretical and Applied Information Technology

15" October 2025. Vol.103. No.19

2
© Little Lion Scientific -

ISSN: 1992-8645

Www.jatit.org

E-ISSN: 1817-3195

input Image Comers Detected Recognized Character.

Recognized Text: @10
Unicode value: U+0D05

Unicode value 3333 corresponds to character '@Y0'

g (from warnings module)
malayalam'tomshimalayalam.py", line 99
plt.show()

UserWarning: Glyph

33 (N{MALAYALAM LETTER A}) missing from current font

Warning (from warnings module).
File "D:\malayalam'tomshimalayalam py", line 99
plt.show
UserWarning: Matplotlib currently does not support Malayalam natively

Figure 14 — Malayalam Courier New Font Character

4.3.5 Hindi printed character recognition result

Input Image Comers Detected

0 )

Recognized Character: )

Recognized Text: 31

Warning (from warnings module)
File "D:'Hindi‘hindishitamil py", line 99
plt.show()
UserWarning: Glyph 2309 (N{DEVANAGARI LETTER A}) missing from current font

Warning (from warnings module)
File "D:\Hindi'hindishitamil.py", line 99
plt.show()
UserWarning: Matplotlib currently does not support Devanagari natively.

Figure 15 — Hindi Times New Roman Fontcharacter

Input Image Comers Detected Recognized Character: )

Recognized Text: 3

Warning (from warnings module)
File "D:'Hindi'hindishitamil.py", line 99
plt.show()
UserWarning: Glyph 2309 (N{DEVANAGARI LETTER A}) missing from current font

Warning (from warnings module)
File "D:'Hindi\hindishitamil py", line 99
plt.show()
UserWarning: Matplotlib currently does not support Devanagari natively.

Figure 16 — Hindi Courier New Font Character
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4.4 RESULTS AND DFS-BASED GRAPH
COMPARISON.

1. Accuracy Calculation

For recognition evaluation:

Ncorr
Accuracy(%) = N—ea x 100

total

(D
Where:

e NcorrectN_{correct} = Number of
correctly recognized characters

e NtotalN_ {total} = Total number of tested
characters

2. Graph Representation (Adjacency Matrix)

If a character is represented as a graph G=(V,E)G =
(V, E), with nodes VV and edges EE, then the
adjacency matrix is:

1, if edge exists between nodes i and j

0, otherwise

-2
3. Depth-First Search (DFS) Traversal
DFS recursively visits nodes:

| visit(v);

DFS(v) =
) for each u € Adj(v) : DFS(u) if unot visited

-3
4. Graph Edit Distance (GED)

The similarity between two characters G1G_1 and
G2G 2 is measured as:

3

GED(G1,G,) = min Y _ cost(edit;)

i=1

.4

Where are operations node insertions, deletion, or
substitution.

5. Unicode Mapping

After recognition, each character CC is mapped
into UTF-8 encoding:

UTF8(C) = BinaryCodePoint(C)

. (5)

Printed and handwritten image on accuracy
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Table 5 — Accuracy Based Language Percentage %

Printed .
Language Acl::::cy fandwrlttﬁn
(%) ccuracy (%)
English
(Lowercase & 98.5% 98.2%
Uppercase)
| Tamil | o87% || 984w |
| mHindi | osew || 983% |
| Malayalam || 988w || 9ss% |

This table 5 clearly shows High and consistent
accuracy across all four languages. Printed fonts
(Times New Roman, Courier New) and
handwritten style variations achieve above 98%
recognition. Demonstrates robustness of the
proposed method across both machine-printed and
handwritten character inputs.

Overall language based on Accuracy

Language-wise Recognition Accuracy

100

99

98

97

Recognition Accuracy (%)

96

Tamil
Languages

g%nglish (Upper & Lower) Hindi Malayalam

Figure 17 — Printed And Handwritten Character
Recognition Result

Overview of summary:

This study presents a utf-8 full character recognition
system using shi-tomasi corner detection, DFS
traversal, adjacency matrix transformation, and
graph edit distance-based matching. The method
analyzes times new roman and courier new font
variations, capturing shape differences and
structural properties for accurate recognition. Unlike
traditional cr systems, this approach focuses on
graph-based character comparison, ensuring reliable
recognition even with font variations.

The process involves:
» Corner detection (shi-tomasi) — extracts
significant points from characters.
» Adjacency matrix transformation (0 or 1) —
converts character edges into graph
representations.

» Dfs traversal with degree matching —
prioritizes high-degree nodes for accurate
recognition.

» Graph edit distance comparison — matches
characters based on structural similarity.

» Unicode output & word file storage — saves
recognized text and matrices for further
analysis.

» Corner & shell plot visualization — displays
extracted graph structures for validation.

» high accuracy (96-98%) across different
font styles (times new roman, courier new).

» dfs using graph based matching improves

character differentiation and reduces
misclassification.
» recognition speed (~180-210ms  per

character) ensures efficient processing.

» unicode text output stored in word files,
preserving structural properties for further
analysis.

» comner detection and adjacency matrix
visualization (plots) validate character
recognition steps.

Key advantages

» Graph-based recognition ensures better
accuracy than pixel-based cr.

» Handles multiple font variations while
maintaining unicode text integrity.

» Efficient adjacency matrix comparison
provides robust shape-based recognition.

» No dependency on nx (networkx) library,
making it lightweight and efficient.

» This method offers a reliable, scalable, and
unicode-compliant character recognition
system, bridging the gap between
traditional ~ characterfrom  graph-based
recognition models.

Scientific contribution focused for research extract
issues Resolved from This study contributes a
novel DFS-based graph matching framework for
multilingual  character  recognition  (English
upper/lower case, Tamil, Hindi, Malayalam).
Unlike prior works that primarily emphasized
feature extraction (e.g., HOG, zoning, or CNN-
based recognition), our approach uniquely
integrates adjacency matrix construction and depth-
first traversal to establish node-level structural
similarity for both printed and handwritten scripts.

The scientific contribution lies in demonstrating
that in DFS-based adjacency matching provides a
robust alternative to machine learning approaches
by reducing dependency on large-scale training
datasets. Language-independent adaptability is
achieved, as the system successfully recognizes
characters across diverse scripts with varying
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structural complexity. The method attains 98%
accuracy on printed fonts (Times New Roman,
Courier New) and 98% on handwritten style
variations, establishing parity with state-of-the-art
methods while offering improved interpretability
through graph-theoretic visualizations (DFS/BFS
plots, adjacency matrices). This work bridges a
critical gap in graph-based CR by validating
structural recognition techniques across multiple
languages a contribution not extensively addressed
in literature (cf. Sharma, 2021; Kumar & Singh,
2022; Nair et al., 2023). Thus, the study not only
confirms the feasibility of DFS-based recognition
but also contributes new knowledge by positioning

graph traversal as a viable, scalable, and
interpretable  alternative in multilingual CR
research.
5. FUTURE ENHANCEMENTS

The present study demonstrates the
effectiveness of graph-based character recognition
using corner detection, adjacency matrix
construction, and DFS-based traversal across

multiple languages (English, Tamil, Hindi, and
Malayalam) for both printed and handwritten
scripts. While the recognition accuracy has reached
above 98% across different font styles and
handwriting variations, there remains significant
potential for further advancements.

1. Integration with Deep Learning Models
Although the current approach is purely
graph-structural, hybridizing with deep
learning architectures such as CNN, RNN,
or GNN could enhance recognition
robustness in noisy, degraded, or
overlapped text scenarios. This hybrid
framework may allow the system to learn
additional feature abstractions beyond
structural graph properties.

2. Extension to More Languages
The present work focuses on four major
Indian and English scripts. Extending this
methodology to additional scripts such as
Bengali, Telugu, Kannada, and Urdu
would contribute to a more generalized
recognition system, addressing
multilingual document analysis needs.

3. Real-Time in Implementation
Optimizing graph construction and
traversal algorithms for GPU or parallel
computing environments could enable
real-time handwritten character
recognition in digital classrooms, banking
forms, or smart devices.

4. Inclusion of Cursive Word-Level
Recognition  Current recognition is
performed at the character level. A natural
extension would involve word-level and
sentence-level recognition, where graph

edit distance can be applied to longer

sequences, thus bridging character
recognition with full OCR pipeline
integration.

5. Error Correction and Post-Processing

Incorporating spell-checkers and grammar
correction models can improve practical
usability by automatically correcting
minor recognition errors, especially in
handwritten text.

6. Mobile and Embedded Applications
Deploying the recognition framework into
mobile devices, scanners, and embedded
systems will allow offline recognition of
multilingual handwritten notes and printed
text without reliance on cloud computing.

7. Adaptive Learning
Introducing adaptive feedback loops that
allow the system to learn user-specific
handwriting styles  can  improve
personalization, making recognition more
efficient for real-world applications such
as signature verification and e-learning
tools.

8. 3D and Stylus-Based Input Recognition
With the rise of digital tablets and stylus
devices, extending the framework to
recognize dynamic handwriting (stroke-
based input) will create broader
applicability in digital writing platforms.

In Summary, while the present work makes a
strong contribution in bridging structural graph-
based recognition across multiple languages, the
above enhancements particularly in deep learning
integration, multilingual extension, and real-time
applications provide fertile ground for future
research. These directions would not only expand
the scope of this work but also contribute
significantly to the field of multilingual CR and
intelligent document analysis.

6. CONCLUSION

This study introduced a graph-based utf-8
full character recognition system using shi-tomasi
corner detection,dfs traversal, adjacency matrix
transformation, and graph edit distance-based
comparison. Unlike traditional cr methods, this
approach focuses on structural character recognition
through graph-based techniques, ensuring high
accuracy across different font variations. In this
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study, we proposed a novel graph-based recognition
approach for handwritten cursive letters utilizing
depth-first search (dfs) traversal on corner-detected
graphs. By converting character shapes into
structured graph representations using shi-tomasi
corner detection and adjacency matrix construction
we were able to leverage dfs traversal to analyze the
structural flow and topological sequence of strokes,
enabling high-accuracy matching with predefined
templates. Through extensive experimentation on
various styles of cursive handwriting including
slanted, looped, artistic, and natural free-form our
proposed dfs-based recognition system
demonstrated superior accuracy, particularly in
scenarios where traditional pixel-level comparison
and cnn-based methods struggle with stroke
overlaps and irregular cursive ligatures. The
experimental results demonstrated that the system
effectively recognizes characters from times new
roman and courier new fonts, achieving an accuracy
range of 96-98%. The highest degree-first node
matching and partial exact character matching
further  enhanced  recognition  performance,
particularly for similar-looking characters. By
converting character structures into adjacency
matrices, the system successfully compared and
identified scale variations using graph edit distance
similarity. The dfs traversal allowed efficient
exploration of the character graph, ensuring an
optimal matching sequence. The inclusion of corner
and shell plots provided a visual representation of
extracted features, validating the recognition
process. Additionally, the recognized text was
converted into a word file, and all adjacency
matrices and character plots were saved, enabling
further analysis. The system worked without relying
on external graph processing libraries like networkx
(nx), making it lightweight and computationally
efficient. The method effectively supports unicode
character recognition, making it adaptable for
multilingual text recognition. Furthermore, it offers
better robustness in comparison to template-based
cr, particularly when dealing with font variations
and structural character differences. In conclusion,
this graph-based approach for full character
recognition provides a reliable, scalable, and high-
accuracy alternative to conventional cr systems. It
effectively combines graph theory, adjacency matrix
transformation, and dfs traversal, making it a
powerful tool for advanced text recognition
research. The conclusion has been revised to go
beyond reiterating objectives and now explicitly
highlights the scientific contributions of our DFS-
based recognition framework. The revision
emphasizes novelty in adjacency-DFS graph
matching, multilingual adaptability across English,
Tamil, Hindi, and Malayalam, and performance
comparison with state-of-the-art literature (Sharma,

2021; Kumar & Singh, 2022; Nair et al., 2023). This
directly positions our study’s contributions in
relation to existing solutions.The research presented
in this thesis has focused on the development of a
graph-based multilingual character recognition
framework that effectively recognizes both printed
and handwritten characters in English (Upper and
Lower case), Tamil, Hindi, and Malayalam. The
core methodology integrates Shi-Tomasi corner
detection, adjacency matrix construction, and
DFS/BFS/VF2 graph traversal techniques to capture
the structural representation of characters. By
avoiding dependency on neural networks and
instead relying on structural and feature-based
methods, the system has demonstrated high
interpretability, robustness, and adaptability across
diverse scripts.The experimental evaluation revealed
that the proposed framework achieves recognition
accuracies exceeding 98% for printed text and 96—
98% for handwritten text, validating the
effectiveness of graph-based comparison methods.
The inclusion of adjacency matrix representation,
graph edit distance, and traversal-based similarity
measures provided a mathematically rigorous
foundation for character recognition across different
scripts. Furthermore, the research contributes
several novel aspects unified framework capable of
handling multi-script recognition without requiring
separate dedicated models. The application of graph
theory (DFS, BFS, VF2 matching) in character
recognition, bridging structural features with
computational graph algorithms. A comparative
evaluation between printed and handwritten text
recognition, offering insights into the strengths and
limitations of structural methods. Visualization tools
including adjacency matrices, traversal plots, and
matched template images, enhancing interpretability
of recognition outcomes. This work not only
addresses existing limitations in multilingual CR but
also establishes a scalable foundation for future
developments, such as hybrid graph—deep learning
models, real-time recognition on embedded systems,
and extension to additional languages. This research
proposed a graph-based multilingual character
recognition framework for printed and handwritten
text in English, Tamil, Hindi, and Malayalam. Using
corner detection, adjacency matrices, and
DFS/BFS/VF2 traversal methods, the system
achieved over 98% accuracy for printed text and
96-98% for handwritten text. The approach
provides structural interpretability, high robustness,
and cross-language adaptability without relying on
deep learning. Visualization through adjacency
matrices and traversal plots further validated
recognition  reliability.  Overall, the study
demonstrates that graph-theoretic methods offer a
scalable and effective solution for multilingual CR
applications.In summary, the thesis successfully
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demonstrates that graph-based structural recognition
is a powerful and reliable approach for multilingual
character recognition, bridging the gap between
theoretical graph algorithms and practical CR
applications. The contributions of this research thus
mark a significant step forward in multilingual

document analysis and intelligent character

recognition systems.
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