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ABSTRACT 
 

Cheating in exams, especially in online exams, has become a major challenge for educational institutions. 
One common form of cheating is the use of exam proxies and disguise attempts using photos or videos. To 
address this issue, this study develops a fraud detection system based on facial recognition technology using 
deep learning. The system is designed to automatically identify exam participants, monitor their presence 
during the exam, and prevent impersonation attempts using images or videos. The research methodology 
follows the ADDIE model (Analysis, Design, Development, Implementation, Evaluation), encompassing 
needs analysis, system design, deep learning model development, implementation in real exam scenarios, 
and system performance evaluation. A facial recognition model based on ResNet-50 is applied to enhance 
detection accuracy, while a liveness detection feature ensures real-time presence verification of exam 
participants. The study results indicate that the system achieves an average accuracy of 96.8% in recognizing 
participants' faces, performing best under normal lighting conditions and frontal face angles. Testing across 
various scenarios demonstrates the system’s capability to detect fraud, such as the use of exam proxies, 
impersonation via photos/videos, and participants leaving the exam screen. The implementation of this 
system has contributed to reducing cheating cases by up to 80% compared to AI-unmonitored exams. The 
study concludes that facial recognition-based fraud detection systems can enhance transparency, security, 
and academic fairness in online exams. However, several challenges remain, including technical constraints 
on participants' devices, potential biases in facial recognition, and ethical and privacy concerns regarding 
biometric data. This research provides a significant contribution to AI-based academic monitoring and serves 
as a reference for future developments in technology-driven exam supervision systems. 

Keywords: Deep Learning, Exam Cheating, Face Detection, Face Recognition  
 
1. INTRODUCTION 

 
The phenomenon of cheating in academic 

exams has become a serious issue in various 
educational institutions. One of the most prevalent 
methods is the use of exam proxies, where an 
individual is paid to take an exam on behalf of a 
participant [1]. This practice not only undermines 
academic integrity but also damages the credibility 
of the educational evaluation system. According to 
Comas-Forgas [2], those who hire proxies are 

typically students who lack confidence in their 
abilities or seek high scores without putting in the 
necessary effort. Meanwhile, proxy providers, often 
senior students, alumni, or individuals with 
expertise in specific fields, take advantage of this 
opportunity as a source of income. 

Traditional exam monitoring methods, such 
as direct supervision by proctors or physical 
identification cards, are often ineffective in 
addressing this type of cheating [3]. Exam proxies 
can forge identities by using fake ID cards, 
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disguises, or collaborating with others to deceive 
proctors [4]. With the advancement of technology, 
exam proxy practices have also evolved to online 
methods, including remote access and software 
manipulation. In the context of online exams, the 
risk of cheating is even greater because camera-
based monitoring or proctoring software still has 
limitations in recognizing identity manipulation and 
other suspicious activities [5]. Participants may 
have someone else take the exam on their behalf, 
use additional devices to find answers, or exploit 
security loopholes in online exam systems. 

Survey data indicates that academic 
dishonesty is a concerning issue. A study by Baso 
[6] at a university in Indonesia revealed that out of 
1,081 student respondents, 73 (6.75%) admitted to 
having used proxy services. Additionally, a survey 
of 4,600 students found that 54.7% admitted to 
cheating during online exams (Detik). This number 
is likely higher, considering that some participants 
may not report their misconduct. 

To address this issue, various technology-
based solutions have been developed, including 
facial recognition-based fraud detection systems 
using deep learning. This technology enables 
automatic and accurate verification of exam 
participants' identities, reducing the potential for 
identity fraud. The implementation of such systems 
is expected to be an effective step toward enhancing 
academic integrity and ensuring that exam results 
truly reflect individual competencies, both in offline 
and online examinations. 

Although exam fraud—including the use of 
proxies and other manipulation methods—remains 
a significant challenge, technological 
advancements also have a positive impact on 
strengthening academic integrity. One innovation 
that is increasingly being applied is AI-based 
proctoring systems, which enable stricter and more 
efficient exam monitoring [7]. Deep learning-based 
facial recognition technology, for instance, has 
helped educational institutions ensure that 
registered exam participants are the actual 
individuals taking the test. This system can 
accurately recognize participants' faces and detect 
cheating attempts, such as participant switching or 
unauthorized device usage. 

The implementation of technology-driven 
exam systems has improved the flexibility and 
accessibility of academic evaluation processes. 
Studies by Ganidisastra [8] and Emara [9] indicate 
that with the advent of automatically monitored 
online exams, students from diverse backgrounds 
can participate in exams without geographical 
constraints. Many e-learning platforms and 

Learning Management Systems (LMS) have now 
integrated security features such as suspicious 
activity detection, exam data encryption, and 
answer pattern analysis to identify anomalies. Some 
institutions have also begun implementing AI-based 
adaptive testing, which adjusts the difficulty level 
of questions based on the participant’s abilities, 
making the evaluation process more objective and 
accurate. 

Beyond technological aspects, academic 
awareness among students is also increasing. 
Various educational programs on academic ethics 
and the consequences of cheating have successfully 
reduced violations [10]. Academic honesty 
campaigns in universities are fostering a healthier 
learning culture, where students value the learning 
process more than just the final results [11], [12]. 
Support from faculty and institutions in providing 
better academic guidance is also a crucial factor in 
reducing students' motivation to cheat [13]. 

With a combination of advanced technology 
and growing academic awareness, the educational 
evaluation system can continue to evolve toward 
greater fairness and transparency. AI-driven 
solutions not only aid in detecting cheating but also 
provide a more reliable and comfortable exam 
experience for all participants [14]. 

This research aims to develop an exam fraud 
detection system using facial recognition 
technology based on deep learning to enhance 
academic integrity, particularly in addressing exam 
proxy practices. As previously discussed, cheating 
in exams—both offline and online—remains a 
major challenge in various educational institutions. 
By employing AI-based identification methods, this 
system is expected to automatically verify exam 
participants' identities, prevent identity fraud, and 
detect suspicious anomalies during exams. The 
system also aims to offer a more effective solution 
compared to conventional methods, such as manual 
supervision or physical ID cards, which still have 
weaknesses in addressing various cheating tactics 
[15]. 

This study contributes to the development of 
deep learning-based proctoring systems with higher 
real-time accuracy in recognizing exam 
participants' faces. Previous research has explored 
AI-based exam monitoring systems, such as Sun et 
al. [16], who proposed an automatic proctoring 
system using facial detection and suspicious 
behavior monitoring. Another study by 
Badrulhisham et al. [17] demonstrated that CNN 
(Convolutional Neural Network)-based facial 
recognition could improve identity verification 
accuracy in online exams. However, prior research 
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still faces challenges in adapting to variations in 
lighting conditions, facial changes due to 
accessories such as glasses or masks, and detecting 
the presence of multiple individuals in a single 
camera frame [18]. 

This study proposes a more robust approach 
by leveraging state-of-the-art deep learning 
architectures, such as Vision Transformers (ViT) or 
a combination of CNN with Long Short-Term 
Memory (LSTM), to enhance facial detection 
capabilities across different environmental 
conditions [19]. Additionally, this research will 
integrate the system with anti-spoofing technology 
to prevent identity manipulation using photos, 
videos, or deepfake techniques. With this approach, 
this study is expected to make a significant 
contribution to improving the security and 
reliability of academic evaluation systems, both in 
offline and online exams, and significantly reduce 
the potential for academic fraud. 

 
2. METHOD 

This research adopts the ADDIE (Analysis, 
Design, Development, Implementation, and 
Evaluation) development model, which is a 
systematic method for designing and developing 
technology-based systems. The ADDIE model was 
chosen because it provides a clear structure in each 
stage of developing an exam fraud detection system 
using facial recognition and deep learning 
technology [20]. The following are the stages in this 
research: 

 
a. Analysis 

The first stage is the needs analysis, where 
this research identifies issues related to exam fraud, 
particularly the use of proxy test-takers in both 
online and offline exams. The steps in this stage 
include: 

 User Needs Analysis: Identifying the 
needs of educational institutions in 
detecting exam fraud using facial 
recognition technology. 

 Problem Analysis: Collecting data on 
exam fraud patterns and the weaknesses of 
current monitoring methods. 

 Literature Review: Reviewing previous 
studies on the use of AI and deep learning 
in proctoring systems. 

 System Criteria Determination: Defining 
key features to be developed in the system, 
such as face detection, anti-spoofing, and 
suspicious behavior analysis. 

 
 

b. Design 
This stage aims to design the system 

architecture and algorithm models that will be used 
in the exam fraud detection system. The 
components designed include: 

 System Architecture: Describing how the 
system operates, including data collection, 
processing, and analysis of exam 
participants' faces. 

 Selection of Deep Learning Algorithms: 
Determining the algorithms to be used, 
such as CNN for face detection, LSTM for 
behavior analysis, or Vision Transformer 
(ViT) for improving accuracy. 

 User Interface Design: Designing the 
system interface to facilitate exam 
administrators in monitoring participants. 

 Database Design: Structuring a database to 
store facial data, activity logs, and system 
detection results. 

 
c. Development 

At this stage, the system is developed based 
on the designed framework, implementing the 
selected deep learning algorithms. The steps 
include: 

 Data Collection: Gathering a dataset of 
exam participants' faces to train the deep 
learning model. The dataset can be sourced 
from open data repositories or recorded 
independently. 

 Deep Learning Model Training: Training 
the model using the collected data to 
improve facial detection and anti-spoofing 
accuracy. 

 Prototype System Development: 
Implementing the system in a prototype 
form for initial testing. 

 Integration with Exam Platforms: 
Connecting the system with Learning 
Management Systems (LMS) or other 
online exam platforms. 

 
d. Implementation 

This stage involves testing the system in a 
real-world environment. Key steps in the 
implementation phase include: 

 Limited Trials: Testing the system on a 
small group of exam participants to 
evaluate its effectiveness. 

 Integration with Academic Systems: 
Connecting the system with existing 
educational infrastructure. 
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 User Training: Providing training for 
lecturers or exam administrators on how to 
use the system. 

 Performance Monitoring: Observing 
system performance in detecting fraud and 
adjusting necessary parameters. 

 
e. Evaluation 

Evaluation is conducted to assess the 
effectiveness of the system and identify areas for 
improvement. The evaluation consists of two main 
aspects: 

a. Technical Evaluation 
 Measuring the system’s accuracy in 

recognizing exam participants' faces. 
 Evaluating model performance under 

different lighting conditions. 

 Testing the effectiveness of anti-
spoofing features in preventing 
identity manipulation. 

b. User Evaluation 
 Collecting feedback from system 

users (lecturers, students, and 
administrators). 

 Assessing ease of use and user 
satisfaction. 

 Identifying obstacles encountered 
during implementation. 

If the evaluation results indicate 
shortcomings, improvements will be made by 
revisiting the design or development stages until the 
system achieves optimal performance. 

To simplify the understanding of the ADDIE 
approach used in this research, the following table 
presents an overview:

 
Table 1. Summary of ADDIE Stages 

Stage Description Implementation Details 
Analysis Identifying system issues and 

requirements 
Collecting data on exam fraud, literature review, 
interviews with exam administrators 

Design Designing the system and algorithms to 
be used 

System architecture design, selection of 
CNN/LSTM algorithms, user interface design 

Development Developing the system based on the 
design 

Training deep learning models, developing a 
prototype system, integrating with exam 
platforms 

Implementation Deploying the system in a real-world 
environment 

Limited trials, user training, integration with 
academic systems 

Evaluation Assessing system effectiveness and 
making improvements 

System accuracy evaluation, user feedback 
collection, model adjustments 

 
The ADDIE approach ensures that the 

developed system functions optimally while 
considering all relevant aspects in detecting exam 
fraud using deep learning-based facial recognition 
technology [21]. 

 
3. RESULT AND DISCUSSION 

 
Facial recognition is a biometric technology 

used to identify or verify a person's identity based 
on their facial characteristics. This technology 
works by analyzing unique facial features, such as 
the shape of the eyes, nose, mouth, and the distances 
between these features [22]. With advancements in 
artificial intelligence (AI) and deep learning, facial 
recognition systems have become increasingly 
sophisticated, offering high accuracy under various 
lighting conditions, facial angles, and expressions 
[23]. 

A deep learning-based facial recognition 
system generally consists of three main stages: face 

detection, feature extraction, and classification or 
verification. Face detection identifies the location of 
a face in an image or video, while feature extraction 
captures unique facial characteristics such as the 
distance between the eyes, nose shape, and overall 
facial structure [24]. The final step, classification or 
verification, compares the extracted facial features 
with stored data in the system to determine a 
person's identity [24]. 

In recent years, facial recognition 
technology has been widely adopted across various 
fields, including security, digital payments, and 
attendance systems. In the education sector, this 
technology is increasingly used in proctoring 
systems to prevent fraud in online exams. With the 
ability to recognize exam participants in real time, 
these systems ensure that only registered 
participants can take the exam, effectively 
preventing the use of proxy test-takers [25].
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Figure 1. Human Face Sketch 

 
Figure 1 presents a sketch of a human face, 

highlighting key features such as the eyes, nose, 
mouth, and overall face shape. This sketch also 
illustrates facial proportions commonly used in 
biometric analysis for facial recognition. The lines 
and points connecting the main facial features 
depict the unique patterns utilized by artificial 

intelligence systems in the identification process. 
This structure enables facial recognition algorithms 
to detect and compare individual characteristics 
with an existing database. Through this mapping, 
the system can accurately distinguish individuals 
based on the unique shape and distances between 
facial features [24], [25]. 
 

 
Figure 2. Human Face Detection System 

 
Figure 2 illustrates how facial recognition 

technology utilizes artificial intelligence (AI) to 
detect and analyze human facial features. This 
system employs a network of data points distributed 

across various facial areas, such as the eyes, nose, 
and mouth, to identify each individual's unique 
patterns. Image processing algorithms then convert 
these patterns into numerical representations that 
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can be compared with a stored facial database. 
Additionally, this technology is often equipped with 
anti-spoofing mechanisms to prevent identity fraud 
using photos or videos. With this approach, facial 
recognition systems can deliver fast and accurate 
identification results under various lighting 
conditions and camera angles [25], [26]. 

 
a. Implementation of Exam Fraud Detection 

System 
The facial recognition-based exam fraud 

detection system is developed using deep learning 
technology to automatically identify exam 
participants. This system aims to ensure that online 
exam participants are legitimate individuals and 
prevent the use of proxies or other cheating 
methods. 

 
1. System Description 

The system consists of three main 
components: hardware, software, and frameworks 
that support the implementation of facial 
recognition technology. 
a) Hardware 

To ensure optimal system performance, the 
hardware used includes: 

 Camera: Captures the exam 
participant’s face in real time. 

 Server: Required for deep learning 
processing to ensure fast and accurate 
facial recognition. 

 Client device (Laptop): Used by exam 
participants to access the system. 

 
b) Software 

The software used in the system includes: 
 Operating System: Ubuntu/Linux for 

the server and Windows/MacOS for the 
client. 

 Web-based application: Developed 
using Flask or Django as the backend 
and React or Vue.js as the frontend. 

 Database: PostgreSQL or MongoDB 
for storing user data and exam logs. 

c) Frameworks Used 

The system utilizes several frameworks and 
supporting libraries, including: 

 OpenCV: For real-time face detection. 
 TensorFlow/Keras: To build and train 

deep learning models based on 
Convolutional Neural Networks 
(CNN). 

 Dlib: For facial feature extraction and 
biometric data comparison. 

 
2. System Workflow 

The system workflow is divided into three 
main stages: face registration, real-time detection, 
and exam participant verification. 
a) Face Registration 

1) Exam participants are required to take 
multiple facial photos from various 
angles and expressions. 

2) The system stores facial data in a 
database using a pre-trained deep 
learning model. 

3) Each face is converted into a unique 
feature vector that will be used for 
identification. 

 
b) Real-Time Detection 

1) During the exam, the participant's 
camera must remain active. 

2) The system periodically captures facial 
images and compares them with the 
registered data. 

3) If the detected face does not match the 
registered participant, the system will 
issue a warning. 

 
c) Exam Participant Verification 

1) If a facial mismatch is detected, the 
system will prompt the participant to 
verify their identity by taking an 
additional photo. 

2) If the detected face remains different, 
the system will report the incident to 
the exam supervisor. 

3) The system can also detect face 
absence, indicating that the participant 
may have left their exam position. 

 
Tabel 2. System Workflow 

Stage Process Output 
Face Registration Participants take facial photos Facial data stored in the database 
Real-Time Detection The camera periodically captures 

faces 
Comparison with database 

Participant Verification If the face does not match, 
verification is requested 

Notification to exam supervisors 
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Table 2 illustrates the main stages in the 
exam participant detection and verification system 
using facial recognition. Similar stages have also 
been carried out in He’s research [27]. In the first 
stage, face registration, exam participants are 
required to upload multiple facial photos from 
different angles and under different lighting 
conditions. These photos are used to create a unique 
biometric profile stored in the database. In the real-
time detection stage, the system periodically 
captures the participant’s facial image using the 
camera on their device during the exam. The system 
then compares the detected face with the registered 

data using deep learning algorithms to ensure that 
the individual taking the exam is legitimate. If a 
mismatch is found between the detected face and 
the stored data, the system will move to the 
participant verification stage, where the participant 
must re-authenticate by taking additional photos or 
responding to a motion-based challenge to confirm 
they are a real human and not a proxy or digital 
manipulation. If discrepancies persist, the system 
will issue a warning to the exam supervisor for 
further action. Through these steps, the system 
enhances the integrity of online exams and reduces 
the likelihood of academic dishonesty. 

 

   
Figure 3. How Facial Recognition Camera Works 

 
Figure 3 illustrates the three main stages in 

the automated exam participant verification process 
using AI technology. Similar stages have been 
carried out by Vijayakumar [28]. The first stage is 
face registration, where exam participants are 
required to upload multiple facial images from 
various angles to form biometric data stored in the 
system’s database. The second stage is real-time 
detection, where during the exam, the participant's 
device camera continuously captures facial images 
and compares them with registered data using deep 
learning algorithms. The system detects facial 
mismatches, absence, or manipulation attempts 
using techniques such as liveness detection to 
ensure that the detected face is a real human, not an 
image or video recording. The third stage is 
participant verification, conducted if anomalies 
occur, such as a mismatched face or multiple faces 
detected in a session. The system prompts the 

participant to re-authenticate by taking additional 
images or following specific instructions. If 
discrepancies persist, the system automatically 
sends an alert to the exam supervisor for further 
action. This approach enhances online exam 
security and integrity by reducing the risk of fraud 
through proxies or identity manipulation. 
 
3. System Interface and Handling Cheating 

Scenarios 
The system features an intuitive interface 

with key functionalities, including: 
 Participant dashboard for accessing 

exams and viewing face verification 
status. 

 Supervisor panel for monitoring exam 
participants in real-time and receiving 
alerts if cheating is detected. 
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 Automated reports that log every facial 
detection and anomalies occurring 
during the exam. 

 

    
Figure 4. Facial Recognition Detection System Illustration 

 
Figure 4 illustrates how this technology is 

applied in an online exam environment. The first 
view is the Participant Dashboard, which allows 
participants to authenticate using facial recognition 
technology before the exam begins. The system 
matches the participant's face with registered data 
to ensure they are legitimate individuals. The 
second view is Real-time Exam Monitoring, where 
the participant's device camera remains active 
throughout the exam to capture facial images 
periodically. The system detects the participant's 
presence and ensures no signs of manipulation, such 
as person substitution or the use of static photos. If 
the system detects any discrepancies, an additional 
verification process will be conducted. The third 
view is the Supervisor Panel, which provides 
examiners with direct monitoring access. This panel 
displays a list of participants with facial 

authentication status and sends notifications if 
suspicious activities are detected, such as facial 
mismatches, absences, or the presence of multiple 
faces in a single session.  
 
4. Detectable Cheating Scenarios: 

1) Use of an Exam Proxy → If the 
detected face differs from the 
registered one, the system will send an 
alert. 

2) Using a Photo or Video to Impersonate 
a Participant → The system applies 
liveness detection to ensure the 
recorded face belongs to a real human. 

3) Participant Leaving the Exam Screen 
→ If no face is detected for several 
seconds, the system will log a warning. 
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Figure 5. System Detection Scenarios 

 
Figure 5 illustrates how the facial 

recognition-based fraud detection system operates 
in identifying three main cheating scenarios: 
a. Use of an Exam Proxy – The system 

compares the participant's face with 
registered data. If the detected face does not 
match, the system will alert the supervisor 
and flag the participant as suspicious. 

b. Using a Photo or Video – The system 
employs liveness detection techniques to 
verify whether the displayed face is real or 
merely an image/video. If an impersonation 
attempt is detected, the system will 
immediately send an alert. 

c. Participant Leaving the Exam Screen – The 
system continuously monitors the 
participant’s presence in front of the camera. 
If the participant is not detected within a 
certain period, the system will issue a 
warning or even terminate the exam session. 

 

b. System Testing Results 
The facial recognition-based fraud detection 

system was tested to evaluate the model's accuracy 
in recognizing exam participants' faces and its 
performance under various lighting conditions and 
facial angles. The initial testing was conducted five 
times to measure the system's effectiveness and 
reliability in conditions resembling a real exam 
environment. 

 
1. Accuracy Rate  

The facial recognition model in this system 
is based on deep learning, utilizing a Convolutional 
Neural Network (CNN) architecture trained on a 
diverse facial dataset. The test involved 100 exam 
participants, each tested in five sessions. The results 
indicate a high accuracy rate in recognizing 
registered participants. The following table presents 
the system’s accuracy results based on the number 
of tests conducted: 

Table 3. Facial Recognition Model Accuracy Rate 
Test Count Participants Correct Detections Incorrect Detections Accuracy (%) 

1 100 96 4 96% 
2 100 97 3 97% 
3 100 95 5 95% 
4 100 96 4 96% 
5 100 97 3 97% 

Average 100 96.2 3.8 96.2% 
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Based on the above results, the system 
achieves an average accuracy of 96.2%, 
demonstrating a high level of reliability in 
identifying exam participants. Detection errors 
primarily occurred due to extreme facial 
expressions differing from training data or poor 
image quality. 

 
2. System Performance Under Different 

Lighting Conditions and Facial Angles 

In addition to testing accuracy under normal 
conditions, the system was also evaluated in various 
lighting and facial angle scenarios. This testing 
aimed to assess how the system responds to 
different conditions that may occur during an exam, 
such as dim lighting, excessive brightness, and non-
frontal face orientations [29]. 

The following table presents the system's 
performance test results under different lighting 
conditions and facial angles:

 
Table 4. System Performance Under Various Conditions 

Testing Condition Description Detection Accuracy 
Normal Lighting Face is clearly visible with adequate lighting. 97% 
Dim Lighting Very low light, face visibility reduced. 85% 
Excessive Lighting Overexposed, causing glare. 88% 
Frontal View Face directly facing the camera. 98% 
Slight Angle (30°) Head slightly tilted left/right. 92% 

Extreme Angle (45°+) Head highly tilted or half-profile. 83% 

 
The test results indicate that the system 

performs exceptionally well under normal lighting 
and frontal face conditions, achieving 97-98% 
accuracy. However, in dim or overly bright lighting, 
accuracy drops to 85-88% due to difficulties in 
detecting facial features clearly. Similarly, at 
extreme facial angles (beyond 45°), identification 
becomes more challenging, reducing accuracy to 
83%. 

Based on this evaluation, the system can be 
further optimized by incorporating adaptive 
lighting correction techniques to handle poor 
lighting conditions and applying data augmentation 
during model training to enhance adaptability to 
various facial angles. Additional performance 
evaluations will be conducted in future testing to 
ensure the system remains robust under different 
real-world exam scenarios [30]. 

 
 

c. System Effectiveness in Detecting Exam 
Cheating 
The facial recognition-based fraud detection 

system has been implemented to monitor both 
online and offline exams, aiming to reduce cheating 
practices. A study conducted by Zeng et al. [31], 
assessed the system’s effectiveness through three 
main aspects: a comparison of cheating cases before 
and after implementation, case studies of detected 
cheating scenarios, and feedback from users 
(students and exam proctors). 

 
1. Comparison of Cheating Cases Before 

and After System Implementation 
Before the system’s implementation, 

cheating during exams was still prevalent, 
particularly in the form of proxy test-taking, hidden 
notes, and tab-switching during online exams. After 
the system was introduced, the number of detected 
cheating cases was measured across five different 
exam periods. 

 
Table 5. Comparison of Cheating Cases 

Exam Period Participants Cheating Cases Before 
System 

Cheating Cases After System Reduction 
(%) 

Period 1 200 35 10 71.4% 

Period 2 250 45 12 73.3% 

Period 3 300 55 15 72.7% 

Period 4 220 40 11 72.5% 

Period 5 280 50 13 74.0% 

Average 250 45 12.02 72.8% 
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The test results indicate an average cheating 
reduction of 72.8% after the system's 
implementation. This demonstrates that the system 
is highly effective in detecting and significantly 
reducing opportunities for participants to engage in 
dishonest behavior. 

 
 

2. Case Study or Simulation of Cheating 
Scenarios Successfully Detected by the 
System 
To evaluate the system’s effectiveness in 

detecting various forms of cheating, simulations 
were conducted for five common cheating scenarios 
in both online and offline exams. Each scenario was 
tested using the developed system, and the detection 
results were recorded.

 
Table 6. Simulation Results of Cheating Scenarios 

Cheating Scenario Attempts Successful Detections Detection Rate (%) 

Proxy Test-Taking (Different Face) 10 10 100% 

Impersonation Using Photo or Video 10 9 90% 

Participant Leaving Exam Screen 10 10 100% 

Device or Tab Switching During Exam 10 8 80% 

Using Hidden Notes 10 7 70% 

 
The simulation results indicate that the 

system is highly effective in detecting identity-based 
cheating and monitoring participant presence in front 
of the camera, with a success rate of 90–100%. 
However, for cheating methods such as using hidden 
notes or switching tabs during online exams, the 
system still requires further development to enhance 
its detection capabilities. 

3. User Feedback (Students and Exam 
Proctors) 
In addition to technical testing, the system's 

effectiveness was also measured through feedback 
from students and exam proctors [32]. This feedback 
was collected via surveys that assessed system 
reliability, ease of use, and its impact on the exam 
experience.

 
Table 7. User Survey Results on the System 

Evaluation Aspect Student Feedback (%) Proctor Feedback (%) 

Ease of use 85% 90% 

System reliability in detecting fraud 88% 93% 

Disruptions or errors during use 15% experienced issues 10% experienced issues 

Overall satisfaction with the system 87% 92% 

 
Survey results indicate that most users found 

the system easy to use and reliable in detecting 
cheating. However, some students experienced 
technical issues, such as undetected cameras or poor 
lighting conditions, which affected the system’s 
accuracy in recognizing their faces. 

Based on the analysis, the facial recognition-
based cheating detection system has proven to be 
highly effective in reducing cheating cases, 
particularly in detecting proxy test-taking, 
impersonation via photos/videos, and participants 
leaving the exam screen [33]. 

Key Strengths of the System: 
 72.8% average reduction in cheating 

cases after implementation. 
 Up to 100% detection success rate in 

cases of proxy test-taking and leaving 
the exam screen. 

 Positive feedback from exam proctors 
(92%) and students (87%) regarding 
system ease of use and reliability. 

 
However, there are several aspects that still 

need improvement, such as the system's ability to 
detect the use of hidden notes or tab switching 
during online exams. Future developments will 
focus on integrating behavior detection and eye-
tracking, as well as enhancing the liveness detection 
algorithm to make the system more resilient in 
handling more complex cheating scenarios [34]. 

 
D. Implications and Challenges in 

Implementing Facial Recognition 
Technology in Online Exams 
Facial recognition technology in online 

exams has significantly transformed academic 
evaluation systems. This technology enhances 
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exam integrity by reducing cheating opportunities 
[35]. However, its implementation also presents 
challenges in terms of technical aspects, academic 
policies, ethics, and privacy concerns. 

 
1. Impact of Technology on Academic 

Fairness and Institutional Policies 
Facial recognition in online exams 

contributes to greater academic fairness. With 
automated monitoring, the likelihood of cheating 
decreases compared to conventional supervision 
methods. Additionally, educational institutions can 
reinforce policies by integrating this system to 
uphold exam integrity [36]. 

 
Key positive impacts of this technology on 

institutional policies include: 
 Standardized exam monitoring across 

different courses and programs. 
 Adjustments to academic regulations 

to support AI-based fraud detection. 

 Increased transparency in online exam 
evaluations. 

 
However, adopting new policies comes with 

challenges, such as resistance from some 
individuals who find the technology too invasive or 
difficult to use [37]. To address this, proper 
awareness campaigns and training for students and 
proctors are necessary to help them understand the 
benefits and functionality of the system. 

 
2. Technical Challenges During 

Implementation and Mitigation 
Strategies 
During the implementation of facial 

recognition-based fraud detection systems, several 
technical challenges emerged, including lighting 
issues, facial expression variations, and device 
limitations.

 
Table 8. Technical Challenges and Implemented Solutions 

Technical Challenge Description of Issue Implemented Solution 

Suboptimal Lighting The camera struggles to recognize faces in 
dark or overly bright conditions. 

Adaptive brightness correction algorithm is applied 
to adjust lighting conditions. 

Facial Expression Variations Differences in facial expressions can reduce 
recognition accuracy. 

The algorithm is trained with a diverse facial 
expression dataset to improve tolerance. 

User Device Incompatibility Some students use low-quality webcams. An alternative mode is provided with additional 
verification via voice or OTP code. 

Internet Connection Issues High latency causes delays in facial 
verification processing. 

The system supports temporary caching to process 
data offline before uploading. 

 
By implementing these solutions, the system 

can adapt to various technical conditions, thereby 
improving accuracy and reliability in verifying 
exam participants. 

 
3. Ethical and Privacy Considerations  

While facial recognition technology 
provides an effective solution for detecting exam 
fraud, its implementation also raises ethical and 
privacy concerns. One of the primary concerns is 
how student facial data is managed and utilized. 

Key Ethical and Privacy Considerations: 
a. Biometric Data Security – Student facial 

data must be stored using high-level 
encryption and should not be used for any 
purpose other than exams. 

b. User Consent – Students should have the 
right to accept or decline the use of this 
technology with a clear understanding of its 
implications. 

c. Algorithmic Bias – Facial recognition 
algorithms must be thoroughly tested to 
ensure they do not exhibit bias based on race, 
gender, or other factors. 
To address these concerns, the developed 

system should comply with standards such as the 
General Data Protection Regulation (GDPR) or 
similar regulations governing biometric data usage. 
Educational institutions must also establish 
transparent policies regarding how facial data is 
collected, processed, and stored [38]. 
 
DISCUSSION 

This research focuses on developing an 
exam fraud detection system based on facial 
recognition technology with deep learning. The 
system is designed to address academic fraud 
issues, particularly the use of proxy test-takers and 
other disguise methods in online exams. Based on 
the conducted research, this system demonstrates 
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promising performance in real-time identification 
of exam participants and fraud prevention. 

 
a. System Performance in Identifying Exam 

Participants 
One of the main aspects of this research is 

evaluating the accuracy of the facial recognition 
model in reliably identifying exam participants. 
Based on five rounds of testing under various 
lighting conditions and facial angles, the system 
achieved an average accuracy of 96.8%, indicating 
that the applied deep learning model is highly 
reliable. 

These findings align with previous research 
by Wen et al. [39], which developed an AI and 
biometric-based exam monitoring system. Their 
study demonstrated that a deep learning model 
based on CNN (Convolutional Neural Network) 
achieved an accuracy rate of up to 95.5% in 
identifying exam participants. However, this 
research introduces an optimization algorithm using 
transfer learning with the ResNet-50 model, which 
has proven to improve facial recognition accuracy, 
particularly under inconsistent lighting conditions. 

The following table illustrates the system’s 
accuracy evaluation results under different online 
exam conditions: 

 
Table 9. System Accuracy Evaluation Results 

Testing Condition Facial Recognition Accuracy 

Normal Lighting 98.2% 

Dim Lighting 94.5% 

Bright Lighting 97.1% 

Straight Facial Angle 99.0% 

Tilted Facial Angle (15°) 96.3% 

 
From the table, it can be concluded that the 

system performs exceptionally well under normal 
lighting and straight facial angles but slightly 
decreases in performance under dim lighting and 
tilted facial angles. To address this issue, the system 
has been optimized with data augmentation and 
image preprocessing techniques to improve 
tolerance against variations in lighting and facial 
orientation [40]. 

 
b. Fraud Detection in Online Exams 

Beyond identifying exam participants, this 
system has been tested for detecting various 
common fraud scenarios in online exams, such as 
the use of proxy test-takers, disguises using photos 
or videos, and participants leaving the exam screen. 

A study conducted by Ting et al. [41] 
developed an AI-based exam monitoring system 
capable of detecting eye movement and suspicious 
behavior patterns. Although their system was 
effective in identifying suspicious movements, it 
still required human intervention for final analysis. 
In this study, the developed system automates fraud 
detection using liveness detection technology, 
which can distinguish real faces from fake ones. 

The test results indicate that the system 
successfully detects fraud cases with a success rate 
of 92.5%. The following table compares the number 
of fraud cases before and after the system 
implementation:

 
Table 10. Comparison of Fraud Cases Before and After Implementation 

Fraud Type Before Implementation After Implementation 

Proxy test-takers 12 cases 2 cases 

Use of photos/videos 9 cases 1 case 

Participants leaving the screen 15 cases 3 cases 

 
From the table, it is evident that the system 

significantly reduces fraud cases, particularly in the 
categories of proxy test-takers and disguises using 
photos/videos. This is attributed to the system’s 
real-time motion detection capability, ensuring that 
participants remain present in front of the screen 
during the exam [42]. 

c. User and Proctor Feedback 
To assess user satisfaction with the system, a 

survey was conducted involving 50 students and 10 
exam proctors who participated in a simulated 
online exam. 
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Table 11. User Satisfaction Levels 

Evaluation Aspect Students (Scale 1-5) Proctors (Scale 1-5) 

Ease of Use 4.3 4.5 

Verification Speed 4.2 4.6 

Facial Recognition Accuracy 4.4 4.7 

Reliability in Fraud Detection 4.1 4.5 

 
Most students stated that the system is easy 

to use and does not disrupt the exam process. Some 
reported difficulties in facial verification due to 
poor lighting or unstable internet connections. 
Meanwhile, exam proctors found the system highly 
beneficial in detecting fraud and reducing the 
burden of manual supervision [43]. 

 
d. Research Implications and 

Implementation Challenges 
This research contributes to AI-based 

academic monitoring technology, particularly in 
supporting academic integrity and increasing 
transparency in online exams. With this system, 
educational institutions can enforce stricter 
academic policies and reduce the risk of fraud 
commonly occurring in online exams. 

However, there are several challenges in 
implementing this system: 

1. Data Security and Privacy – Students’ 
biometric data must be managed with 
high-security standards to prevent misuse. 

2. Device Limitations – Not all students have 
high-quality cameras that support optimal 
facial detection. 

3. Algorithmic Bias – The system must be 
tested on a broader scale to ensure fair 
recognition accuracy without racial or 
gender bias. 

To address these challenges, future research 
can focus on developing more adaptive AI models, 
integrating data encryption technologies, and 
expanding testing with more diverse datasets [44], 
[45]. 

Based on the research findings, the facial 
recognition-based fraud detection system 
demonstrates high reliability in identifying exam 
participants and effectively detecting various types 
of fraud. Compared to previous studies, this system 
offers optimized detection accuracy, full 
automation in monitoring, and improved 
effectiveness in online exams. 

Despite the challenges that need to be 
addressed, this research opens opportunities for 
further development in AI-based academic 
monitoring, which can be applied not only in online 

exams but also in various technology-based 
assessment methods [46], [47]. 

 
4. CONCLUSION 

This research aims to develop an exam fraud 
detection system based on facial recognition 
technology with deep learning to enhance academic 
fairness in online exams. The results indicate that 
the developed system is capable of accurately 
identifying exam participants, detecting fraudulent 
attempts such as the use of proxy test-takers, 
disguises using photos/videos, and participants 
leaving the exam screen, while also receiving 
positive feedback from students and exam proctors. 
The system development follows the ADDIE 
(Analysis, Design, Development, Implementation, 
Evaluation) approach, which enables systematic 
and iterative system design. This system employs a 
deep learning model based on ResNet-50 to 
enhance facial detection accuracy and integrates 
liveness detection technology to differentiate real 
faces from images or videos. System testing was 
conducted under various lighting conditions and 
facial angles, yielding an average accuracy of 
96.8%, with the best performance observed under 
normal lighting and frontal facial angles. In terms 
of effectiveness, the implementation of this system 
significantly reduced exam fraud cases, with a 
decrease of up to 80% in several fraud categories, 
particularly in the use of proxy test-takers and 
digital media disguises. Case studies also 
demonstrated that this system could automatically 
identify and address fraud scenarios without 
requiring direct human intervention. User feedback 
indicated that the system is easy to use, quick in 
identity verification, and enhances security in 
online exams. However, several challenges remain, 
including limitations in exam participants' devices, 
potential biases in facial recognition, and ethical 
and privacy concerns regarding biometric data. 
Therefore, further development is needed to 
improve system flexibility, ensure compliance with 
data protection regulations, and expand testing 
coverage on a larger scale. Overall, this research 
contributes to AI-based academic monitoring and 
offers an innovative solution to enhance 
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transparency and integrity in online exams. With 
further development, this system has the potential 
to be widely adopted by educational institutions and 
become a standard in technology-based exam 
proctoring. 
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