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ABSTRACT 
 

Because of its potential usefulness, Facial Emotion Recognition (FER) has become one of the computer 
vision field's fastest-growing applications. One of the main ways to communicate appropriately with people 
is through facial expressions. Communication success largely depends on one's capacity to read others' facial 
expressions. Finding the emotional states connected to varied facial expressions is the main objective of FER. 
In this research, different emotions are analysed and classified into eight categories: anger, contempt, disgust, 
fear, happiness, neutrality, sorrow, and surprise, using a CNN-based transfer learning approach. By 
employing 33,000+ accurately re-annotated images from popular datasets like FER2013, KDEF, and CK+ to 
train our model using a transfer learning strategy. EfficientNetB0, pre-trained on the ImageNet dataset, is 
used as the base model in this paper. The above model is fine-tuned and validated after performing Test Time 
Augmentation (TTA), achieving a training accuracy of 87%. 

Keywords: Facial Emotion Recognition, Anger, Contempt, Disgust, Fear, Happiness, Neutrality, Sorrow, 
Srprise, CK+, Test Time Augmentation. 

 
 
1. INTRODUCTION  

Face expressions are essential in 
comprehending human emotions. These have a 
significant impact on a person's social interactions as 
well. Understanding these expressions on the face is 
crucial for non-verbal communication, which makes 
up around two-thirds of all human interaction.  

 
Novel hand-over-face gesture-based 

emotion recognition technique [1] used extra hand 
movements and deep learning. The Convolutional 
Neural Network (CNN) used in this study eliminates 
the need for manual feature extraction and 
automatically extracts additional class-specific 
features. A Recurrent Neural Network (RNN) is 
utilized to learn and classify these ever-more 
complex emotional characteristics. In addition to the 
basic emotions, the research area has included more 
complex emotions in our advised course of action, 

                                                 
 

such as self-assurance, decision-making ability, 
dread, and guilt. 

 
Recurrent neural networks (RNNs) are 

linked with convolutional neural networks (CNNs), 
which are used to assess and recognize continuous 
facial expressions over time, to improve the 
traditional image identification technique [2]. The 
deficiencies are examined in this study compared to 
the current deep convolution neural network 
optimization for facial expression recognition [3]. 
The fer2013 data set is used to train the 
convolutional network. The approach used in this 
study is successful at identifying facial emotions. 

 
A convolutional neural network (CNN) [4], 

which employs four consecutive sets of layers as 
well as a loss function, is used in this study to 
classify each facial image into one of the seven 
categories of human emotions. The data set for the 
2013 Facial Emotion Recognition Challenge 
(FER2013) on Kaggle consists of 35,887 grayscale 
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portraits of people with 48 by 48-pixel faces, each 
labeled with a single emotion category. In about 64% 
of cases, the model is accurate.  

 
To create geometric-based features for 

films from the BioVid Emo database, RNN [5] 
detects the face in videos and extracts local 
characteristics (landmarks) to distinguish between a 
set of five emotion expressions: amusement, anger, 
disgust, fear, and sadness.  

 
The majority of speech emotion research 

uses prosodic characteristics. It was discovered in 
2018 when examining the emotion-specific features 
of the FER system [6] using a PCA technique. 
Energy, duration, pitch, and their derivatives are 
considered to be strong correlates of emotion. It was 
suggested [5] that performance evaluation in 
educational contexts shows that the factor graph-
based FER model can exceed the current baselines. 
The traditional method of Facial Emotion 
Recognition (FER) may be broken down into three 
distinct phases. [7] At first, a picture of a face is 
recognized, and facial components of the face are 
identified from the area. It is possible to have an eye, 
brows, or a nose and a mouth on the front. Secondly, 
various regions of the face will be analyzed in order 
to extract features. The last step is to train a classifier 
on the training data before using it to produce labels 
for the various emotions. 
 

Automatic recognition of elearners 
cognitive state, interaction and the feedback was 
developed as a model [8] with the framework to 
identify the basic emotions of happy, sad, surprise, 
fear and angry in facial expression analysis. In this 
facial expression analysis, the facial emotions are 
categorised into positive and negative. PERcentage 
CLOSure of eye (PERCLOS) and saccadic 
parameters are used to estimate the alertness level. 
The ocular measurement device provides various 
aspects of eye alertness which is useful to measure 
the alertness level. 

 
New approaches to transfer learning (TL) 

make use of information analyzed from one area of 
study and apply it to another. When it comes to 
expressing emotion, it is common for individuals to 
exhibit common traits. Angry people, for example, 
may speak more loudly and have more extreme 
facial expressions. Fear is often indicated in a quieter 
voice and a higher heart rate [9]. 

 
Facial emotion recognition using Transfer 

Learning in the Deep CNN [10] on 10-fold cross-

validation with DenseNet-161 on datasets of KDEF 
and JAFEE with 96.51% and 99.52% accuracy 
respectively. These offer insightful data that can be 
examined to comprehend how a person's 
surroundings affect his feelings. The most noticeable 
aspects of a person's face are their eyes, lips, jaw, and 
eyebrows, which make it easier to categorize their 
feelings into eight fundamental emotion groups: 
anger, disgust, sadness, happiness, fear, surprise, 
contempt, and neutral [11,12]. 

 
A recent assessment of FER and 

classification found that the first framework uses a 
modified approach dubbed "Viola-Jones Face 
Detection"[13] to locate faces. Emotion 
classification is then accomplished by utilizing a 
variety of classifiers. Afterward, the features can be 
extracted using [14]"Zernike moments," [15]"DCT 
transform," or [16] "LBP." 

 
The similarity across different emotional 

datasets may be due to the presence of certain 
emotion-specific features being satisfied by many 
individuals. As a result, transfer learning techniques 
may learn common patterns related to emotions and 
can be used across domains to recognize emotions in 
datasets with few or non-labeled samples [20].  
Various other methods use convolutional neural 
networks' facial emotion recognition. The technique 
employs a two-section convolutional neural network 
(CNN) to extract the face component vector after 
first removing the background from the image. 
 
2. EXPERIMENTAL METHODOLOGY: 

2.1 Sections and Subsections 
In the fields of computer vision and 

artificial intelligence, recognizing human emotions 
is a difficult task. Deep learning [21-23] has made it 
possible to classify emotions from face photos with 
exceptional accuracy under realistic situations, 
nevertheless, in the last ten years. 

  
CNN's trained with millions of images have 

been used to solve this issue[17], but the process is 
time-consuming and requires a lot of data. A pre-
trained model may be repurposed, avoiding the need 
for a large amount of data, and maximizing 
processing resources. The most significant issue is 
when the intended data collection needs to be bigger 
to be challenging to work with. Overfitting may be 
an issue in many circumstances, and data 
augmentation may only sometimes be enough to fix 
it. 
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EfficientNetB0, an emotion recognition 
system pre-trained on ImageNet [18], is used in this 
study to propose a transfer learning method that 
focuses on salient face areas. Standard datasets like 
FER, CK-Plus, and KDEF were used, which 
provided about 33,000 images. The accuracy was 
improved with corrective re-annotation of images 
 
2.2 Transfer learning 
 

In general, the term "transfer learning" 
describes a process wherein the expertise obtained in 
one problem domain is applied to problems in 
another domain. Operationally, it means that the 
model developed for one task is used for a different 
task. 

 
Transfer learning in deep learning offers 

the advantage of cutting down on neural network 
model training time and lowering generalization 
error [9-10]. 
 

The pre-trained model's weights are utilized 
as the starting point for the process of training the 
new problem. When the first linked problem 
contains a lot more marked data than the actual 
problem, this could be helpful. 
 

The primary model in Figure 1 using 
EfficientNetB0, was pre-trained using an image 
database called ImageNet, containing more than 14 
million annotated images according to the WordNet 
hierarchy.  

 
Figure 1 Transfer Learning Model using EfficientNetB0 

 
2.3 Model architecture 
 

One of EfficientNet's eight models, 
EfficientNetB0, serves as the foundation model in 
the transfer learning strategy for facial emotion 
recognition (FER). This model suggests a brand-new 
scaling technique that uses a straightforward yet 
incredibly potent compound coefficient to equally 

scale all depth, breadth, and resolution variables. 
This model attained modern 84.3 percent accuracy 
on the ImageNet dataset. When compared to the best 
existing convolutional networks, it is also quicker 
and smaller. Figure 2 shows the accuracy graph 
using EfficientNetB0. 

 
Figure 2 Accuracy graph using EfficientNetB0 

The architecture of the EfficientNetB0 
consists of a total of 237 layers. Its main building 
block is mobile inverted bottleneck MBConv (paper 
link) with different settings to which squeeze and 
excitation optimization and swish activation are 
added. 
Table 1  Channel output for stage I, layers Li, input 
resolution (Hi, Wi) 

 

 
In Table 1, each row describes stage I with 

Li layers, with input resolution (Hi, Wi) and output 
channels Ci. 
 
2.3.1 EfficientNet- MBConv Block: 
 

Data and arguments are the first things that 
the MBConv block needs. Data is output from the 
final layer. An MBConv block may use attributes 
like input and output filters, expansion and squeeze 
ratio, and other attributes that are included in a block 
argument. Since the inner blocks are more expansive 
and the linked blocks are narrower, the results 
obtained by making the layer wider by adding more 
channels. 
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Following the expansion, depthwise 
convolution is carried out using the block 
parameter's by giving kernel size. In this step, the 
global average pooling is used to extract global 
features and se ratio to squeeze channel numbers. 
The output filters indicated in the argument block are 
produced using convolution after the se block is 
complete. 

 
2.3.2 Swish Activation: 
 

The linear and sigmoid functions combine 
to form the swish activation function. The research 
demonstrates that on deep models across a variety of 
difficult datasets, swish typically performs better 
than ReLU. 

f(x) = x · sigmoid(x). 
 
2.3.3 Squeeze and Excitation Block: 
 

When constructing the feature maps for 
CNN, the network equally weights all of its 
channels.The squeeze and excite Block aim to alter 
this strategy by gradually adding weight to each 
channel. By condensing the feature maps to a single 
numerical value, they first gain a broad 
comprehension of each channel. A vector of size n is 
produced as a result, where n is the number of 
convolutional channels. It is then input into a two-
layer neural network, which produces an output 
vector of the same size. These n values can now be 
applied to the original feature maps as weights, 
sizing each channel according to its significance. 
Figure 3 represents the pictorial representation of the 
ResNet Module and SE-ResNet Module. 

 
Figure 3 ResNet and SE-ResNet module representation 

 

2.3.4 Fine-Tuning Efficientnetb0:  
 

The EfficientNetB0 has a total of 237 layers 
in which all the pre-trained are kept layers frozen and 
added three Fully Connected layers with 50% 
dropout and ReLU activation and an output softmax 
layer at the end. After using adam optimizer, 
categorical cross-entropy loss function, and various 
other methods, by achieving an accuracy of 87%. 
 
2.4 Loss function:  
 

The loss function used in this model is 
Categorical Crossentropy, which calculates the loss 
by computing the following formula: 

 

𝑳𝒐𝒔𝒔 =  − ∑ 𝒚𝒊  . 𝒍𝒐𝒈𝒚ଙෝ
𝒐𝒖𝒕𝒑𝒖𝒕𝒔𝒊𝒛𝒆
𝒊ୀ𝟏    ------(1) 

 
2.5 Methods: 

 
2.5.1 Data Augmentation: 
 

Data are examined and tested several 
methods that were frequently employed in FER 
publications and found that horizontal mirroring, 10-
degree rotations, ten percent image zoom, and ten 
percent horizontal/vertical shifting gave us the best 
results. 

 
2.5.2 Test-Time Augmentation: 
 

For each test image, multiple versions that 
are different from the original are created. The 
original images are cropped, flipped, rotated, and 
zoomed to form new images. TTA aims at boosting 
the model accuracy in the inference stage. 

 
3  RESULT ANALYSIS  

3.1 Dataset  
 

In this paper, the dataset consists of correctly re-
annotated images from industry standard datasets 
like FER, CK+, and KDEF. This dataset was created 
and open-sourced by Sudarshan Vaidya[19], who 
found that several images from these standard 
datasets were mis-categorized and manually re-
annotated in order to increase the model accuracy. 

 
The dataset contains 33,000 + images with eight 

different emotion categories such as anger, 
contempt, fear, disgust, happiness, neutrality, 
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sadness, and surprise. Every image has 224 x 224 
pixels containing grayscale human faces in PNG 
format. Figure 1 of Re-Annotated images gives the 
original and revised manually annotated images. 

Figure 1 Re-Annotated images 

 
3.2 Result Analysis:  
 

The result analysis of the Sequential Model 
with layer type and output shape for corresponding 
parameters is given in figure 4 

 
Figure 4 Sequential model parameter results 

This model summary shows the fine-tuning of 
EfficientNetB0 with three fully connected layers, 
the total trainable and non-trainable parameters, and 
the shape of the output 

Table 4: Comparison of accuracy, Loss, Val_accuracy, 
and Val_loss before and after corrective re-annotation 
 

Result Accu
racy 

Loss  Val_accu
racy 

Val_l
oss 

Model 
before  
Correct
ive re-
annotat
ion 

0.85
71 

1.80
78 

0.8571 1.809
9 

Model 
after 
Correct
ive re-
annotat
ion 

0.87
50 

1.83
80 

0.8750 1.835
0 
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From the above table, it is clearly proven 
that by corrective re-annotation, the accuracy of the 
model has improved from 0.8571 to 0.8750. Thus 
corrective re-annotation of the dataset has improved 
the performance of the model. 
 
3.3 Evaluation Metrics:  
3.3.1 Accuracy:  
 

The model's accuracy score is the number 
of accurate predictions divided by the overall 
number of projections. 

Accuracy = 
்௉ା்ே

்௉ାி௉ା்ேାிே
 

 
Where TP, TN, FP and FN are True 

Positive, True Negative, False Positive and False 
Negative respectively. 
 
3.3.2 Area under the Curve (AUC): 

 
The ability of a model to distinguish 

between classes is measured by its AUC. The better 
a model makes predictions, the higher its AUC 
score. 

 
Figure 5 Line Graph for proposed Model Training 

Accuracy, Loss, and AUC 

From the Figure 5 line graph, it is clearly 
evident that as the number of epochs increases, the 
accuracy of the model increases and gets saturated 
after some point. The final training accuracy of the 
model is 0.8750, mainly due to the re-annotation of 
the dataset. The training loss has fallen from 1.9 to 
1.8380, and the validation loss is 1.8350. This model 
also has higher training and validation AUC score of 
nearly 0.7 when compared to 0.64 of the previous 
models without re-annotation.   

4 CONCLUSION AND FUTURE WORK 

One of the key challenges in the creation of 
a robust emotion detection system is the ability to 
generate well-generalized models with little data. 
Transfer learning has been studied as a potential 
solution, but there are still issues with it, such as the 
need to relinquish previously acquired knowledge, 
that need to be resolved. The EfficientNetB0 CNN 
model, which is based on transfer learning, is used in 
this study to recognise and classify a variety of 
human emotions. The article's key contribution 
would be its accuracy in identifying different 
emotional states using an EfficientNet-B0 CNN 
model. The model's final training accuracy is 0.8750, 
mostly as a result of the re-annotation of the dataset. 
In order to form reliable automatic recognition 
systems, work must be done using RGB datasets 
created under uncontrolled conditions, deep neural 
networks as emotion classifiers, compound 
emotions, micro-expressions, and multimodal 
behavioural systems such as body movements, 
voice, and others. Deep neural networks are also 
needed to classify emotions. 
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